I. INTRODUCTION

Recently, a considerable growth of interest has arisen in the use of unmanned aerial vehicles (UAVs) employed in tasks different than remote sensing. These tasks, which are still considered as unconventional, range from payload delivery [1] to sensor placement [2], wall-climbing [3], shipboard landing [4], suspension bridge installation [5], window cleaning [6], and pushing payloads [7], [8]. In the future, UAVs will be also employed to transport unknown, sling payloads, and pull unmotorized carts. To enable these applications, the UAV’s autopilots must guarantee satisfactory trajectory tracking performance also in the case the user does not have sufficient time or means to carefully measure the UAV’s and payload’s inertial properties or carefully tune the control laws. Motivated by this challenging task, this article presents a nonlinear robust control algorithm for tilt-rotor quadcopters with H-configuration, whose mission is to pull a cart along some arbitrary trajectory, while satisfying constraints on both the trajectory tracking error and the control input defined a priori by the user. The results presented in this article apply identically also to tilt-rotor UAVs lifting some sling payload.

In this article, we assume that the cart is connected to the aft of the UAV by means of a rope; (see Fig. 1). It is common practice to connect payloads to some location close to the UAV’s center of mass. However, batteries and some sensors needed to accomplish the mission, such as altimeters and downward-facing cameras, may be located near the UAV’s estimated center of mass. The results presented in this article can be seamlessly specialized to the case wherein the rope is connected at the UAV’s estimated center of mass.

A tilt-rotor quadcopter with H-configuration has been chosen for its ability to exert horizontal forces without pitching and track arbitrary reference pitch and yaw angles at all time [9], [10]. Due to the underactuation of classical multicopter UAVs, the pitching moment needed to pull payloads connected to their aft could be particularly large, and thrust vectoring provides a technological solution to mitigate this effect. Indeed, as shown in [11], a conventional quadcopter may not be able to complete these kinds of missions.

The main challenges for the proposed control algorithm are three. First, it is assumed that both the UAV’s and the cart’s masses are known, but their inertia matrices and both the mass and the length of the rope connecting the aircraft to the cart are unknown. Therefore, both the inertia properties and the location of the center of mass of the overall mechanical system are unknown. The rationale for this modeling assumption is that the UAV’s and payload’s masses can be readily measured by means of weight scales. Both the position of the center of mass and the inertia matrix of rigid bodies can be estimated by some analytical or CAD (computer aided design) model, or can be measured experimentally. However, the implementation of analytical and CAD models may be time-consuming, and experimental rigs to measure inertia matrices are costly and need careful calibration [12]. The mass of the rope has been ignored.
since it is considered as a small fraction of the payload’s mass, and its length has been ignored to relieve the user from the task of acquiring additional information. The second challenge for the proposed control algorithm is provided by the fact that the rope is slack at the beginning of the mission and is connected to the aft edge of the quadcopter. Therefore, as soon as the rope is taut, the aerial platform experiences both an impulsive force and an impulsive pitching moment, and the inertial properties of the overall mechanical system change instantaneously at a time instant that is unknown 

Additionally, the inertial counter-torque and the gyroscopic effect characterize also the dynamics of conventional multirotor UAVs [13], whereas the tilt-rotor gyroscopic effect is identically equal to zero for classical multirotor UAVs because their propellers’ spin axes are collinear to the UAV’s vertical axis.

In Section IV, we exploit our analysis of the UAV’s dynamic equations and design a control architecture for tilt-rotor quadcopters with H-configuration. According to this strategy, the reference trajectory, the reference pitch angle, and the reference yaw angle are user defined. The reference roll angle cannot be assigned by the user, but is deduced to satisfy the nonholonomic constraints given by the quadcopter’s underactuation. Both the sum of propellers’ thrust forces and the corresponding moments are considered as control inputs, and a feedback-linearizing control law introduces a proportional-derivative baseline controller in the closed-loop trajectory tracking error dynamics. Since the UAV’s and the cart’s inertial properties are unknown, the feedback-linearizing control law and the underlying proportional-derivative controller cannot guarantee satisfactory performance of the trajectory tracking error dynamics. To attain satisfactory performances, in this article, the baseline controller is augmented by some robust model reference adaptive control (MRAC) law. Since the proposed control architecture is modular, the proportional-derivative control law can be augmented by a control law designed according to any alternative control technique.

Fig. 1. Schematic representation of a tilt-rotor quadcopter pulling a cart by means of a thin rope connected to the edge of the aircraft.

Existing results on the control of tilt-rotor aircraft rely on input–output linearization [14], robust output regularization [15], or state-feedback linearization together with proportional-derivative control [16], backstepping control [17], backstepping control with disturbance observers [18], sliding-mode control [19], hierarchical control [20], neural networks [21], geometric control [22], optimal control [23], or model predictive control [24]. Some authors exploit the differential flatness properties of tilt-rotor UAVs to design control laws [25]. However, the robustness margins provided by control laws based on proportional-derivative, backstepping, geometric, optimal, and feedback-linearizing frameworks are minimal. Control algorithms that implement hierarchical architectures are robust to matched and parametric uncertainties, but not unmatched uncertainties. Although neural networks provide a useful framework to design robust controls, larger unmatched uncertainties in the vehicle’s dynamical model can be compensated by increasing the number of layers of the neural network. This approach, however, implies larger computational costs. Sliding mode control is a valuable nonlinear robust control technique. However, in our experience tuning these algorithms for quadcopter autopilot design is a more difficult task than tuning the adaptive rates for MRAC-based control algorithms for UAVs [13]. Robust MRAC laws, such as the one proposed in this article or the $\epsilon$-modification of MRAC [26], guarantee robustness not only to parametric and matched uncertainties, but also to unmatched uncertainties, and their computational complexity is irrespective of the unmatched uncertainties affecting the closed-loop system. In this article, no disturbance observer is employed to increase the closed-loop system’s robustness margins; the only information on the effect of the cart on the vehicle’s dynamics is provided by the measurements of its translational and rotational position and velocity. To the authors’ best knowledge and according to a recent literature survey [27], a robust MRAC law has not been applied to design autopilots for tilt-rotor quadcopters.

MRAC laws guarantee asymptotic convergence of the trajectory tracking error in the presence of parametric and matched uncertainties, that is, uncertainties that can be parameterized by the regressor vector [28, Ch. 9, 11]. The feedback-linearizing control law presented in Section IV allows us to capture systematic errors in the estimation of the position of the quadcopter’s center of mass and inertia.
matrix as parametric uncertainties by means of a regressor vector and, hence, is particularly suitable to serve as a baseline controller for the MRAC laws; the analysis of the UAV’s inertial counter-torque, gyroscopic effect, and tilt-rotor gyroscopic effect presented in Section III plays a pivotal role in the design of the regressor vector. Gyroscopic effects due to the tilting of the propellers’ spin axes have been acknowledged by few other authors, but they have been neglected while designing control laws [29], [30]. Although this simplifying assumption is realistic for small UAVs, gyroscopic effects are more substantial for larger aircraft. To the authors’ best knowledge, the proposed approach to design the regressor vector for a multirotor UAV’s dynamic equations is unprecedented.

The last original contribution of Section IV consists of two alternative optimization-based strategies to compute each propeller’s thrust force and spin axis’ tilt angle so that the desired control input is realized. In particular, given the desired control input, that is, given the sum of the propellers’ thrust forces and the corresponding moment, we compute each propeller’s thrust force and spin axis’ tilt angle both in the case all propellers are allowed to rotate independently and in the case all propellers’ spin axes must be tilted by the same angle. Existing techniques to compute each propeller’s thrust force and spin axis’ tilt angle involve the control allocation technique [31] and the conditional distribution of the control parameters [32].

In Section V, we present a novel robust MRAC law to regulate the feedback-linearized equations of motion. This robust MRAC law exploits barrier Lyapunov functions to enforce user-defined constraints on both the trajectory tracking error and the adaptive gains at all time despite modeling errors, parameter estimation errors, and external disturbances. Remarkably, the proposed robust MRAC law enforces these constraints a priori, that is, no tuning is needed to meet user-defined specifications on the trajectory tracking error and the adaptive gains. If no user-defined constraints on the trajectory tracking error and the adaptive gains are imposed, then the MRAC law proposed in this article specializes to the e-modification of MRAC [26]. A classical approach to bound adaptive gains is to employ the projection operator [33], which constrains the adaptive gains within some user-defined convex set. However, using the projection operator one can only guarantee uniform ultimate boundedness of the trajectory tracking error, and the ultimate bounds can only be estimated in a conservative manner [34]. Only recently, barrier Lyapunov functions have been utilized to impose user-defined constraints on the closed-loop system’s trajectory tracking error at all time [34]–[36], but in these cases, the adaptive gains are either unconstrained or constrained by employing the projection operator.

Finally, in Section VI, we present the results of flight tests achieved implementing the control architecture outlined in Section IV and the robust MRAC laws presented in Section V. In addition to the challenge of pulling an unknown cart, while satisfying user-defined constraints, the robustness of the proposed adaptive laws has been further strained by employing gain matrices in the feedback-linearized equations of motion, which have not been tuned in prior flight tests. Section VII synthesizes the main results of this article.

Preliminary results are presented in [37]. In this earlier work, only the results of numerical simulations are presented, the quadcopter is not challenged by any slung payload, the adaptive law involves 108 nonlinear coupled differential equations more than the adaptive law employed in this article, no comparison with other control techniques is presented, singularities in the reference roll angles are not considered, and the problem of realizing the desired forces and moments, while imposing that all propellers’ tilt angles are equal to one another, is not addressed.

II. MATHEMATICAL NOTATION

In this section, we establish the notation used in this article. The set of positive integers is denoted by \( \mathbb{N} \), the set of real numbers is denoted by \( \mathbb{R} \), the set of \( n \times 1 \) real column vectors is denoted by \( \mathbb{R}^n \), and the set of \( n \times m \) real matrices is denoted by \( \mathbb{R}^{n \times m} \). The interior of the set \( \mathbb{S} \subseteq \mathbb{R}^{n \times m} \) is denoted by \( \tilde{\mathbb{S}} \). The \( i \)th vector of the canonical basis in \( \mathbb{R}^n \) is denoted by \( e_i \), or \( e_n \), the identity matrix in \( \mathbb{R}^{n \times n} \) is denoted by \( \mathbf{I}_n \), the zero \( n \times m \) matrix in \( \mathbb{R}^{n \times m} \) is denoted by \( 0_{n \times m} \) or \( 0 \).

We define \( \mu_k : \mathbb{R} \rightarrow \mathbb{R} \) so that \( \mu_k(\alpha) = k \text{ sign}(\alpha) \) for \( |\alpha| \leq k \) and \( k > 0 \), and \( \mu_k(\alpha) = \alpha \) for \( |\alpha| > k \), where \text{ sign}(\cdot) \) denotes the signum function [38, p. 19]; it is worthwhile to note that the function \( \mu_k(\cdot) \) is piecewise continuously differentiable. Given \( i \in \{1, \ldots, n\} \subseteq \mathbb{N} \), we define \( \mathbf{L}_n : \mathbb{R}^n \rightarrow \mathbb{R}^n \) so that \( \mathbf{e}_i^T \mathbf{L}_n(x) = x_i \), \( j \neq i \), and \( \mathbf{e}_n \mathbf{L}_n(x) = \mu_k(\mathbf{x}_i) \). Finally, we define \( \mathbf{I}_n, \tilde{\mathbf{I}}_n: \mathbb{R}^n \rightarrow \mathbb{R}^n \) so that \( \mathbf{e}_j^T \mathbf{I}_n(x) = x_j \), \( j \neq i \), and \( \mathbf{e}_n \tilde{\mathbf{I}}_n(x) = x_i - \mu_k(\mathbf{x}_i) \). Given \( \alpha \in \mathbb{R} \), the trigonometric functions \( \cos \alpha \), \( \sin \alpha \), and \( \tan \alpha \), are denoted by \( \cos \alpha \), \( \sin \alpha \), and \( \tan \alpha \), respectively.

The transpose of \( B \in \mathbb{R}^{n \times m} \) is denoted by \( B^T \), the trace of \( A \) is denoted by \( \text{tr}(A) \), and the smallest eigenvalue of the symmetric matrix \( Q \in \mathbb{R}^{n \times n} \) is denoted by \( \lambda_{\text{min}}(Q) \). We write \( \| \cdot \| \) both for the Euclidean vector norm and the corresponding equi-induced matrix norm, and we define the weighted Frobenius norm of \( B \in \mathbb{R}^{n \times m} \), where \( L \in \mathbb{R}^{m \times m} \) is symmetric and positive-definite; if \( L = \mathbf{I}_m \), then we write \( \| B \|_F \). The Kronecker product of \( A \in \mathbb{R}^{n \times m} \) and \( B \in \mathbb{R}^{p \times q} \) is denoted by \( A \otimes B \) [39, Def. 7.1.2]. Given \( x \in \mathbb{R}^3 \), we define the cross-product operator as \( x \times \).
composed of a frame, which we model as a rigid body, and four propellers that can be independently tilted. Although the quadcopter’s mass is assumed to be known, both the position of the quadcopter’s center of mass and its inertia matrix are assumed to be unknown and unsteady.

Consider the orthonormal, inertial reference frame \( \mathbf{I} \triangleq \{ O; X, Y, Z \} \), centered in \( O \in \mathbb{R}^3 \), and with axes \( X, Y, Z \in \mathbb{R}^3 \). Consider also the orthonormal reference frame \( \mathbb{J} \triangleq \{ A(\cdot); x(\cdot), y(\cdot), z(\cdot) \} \) fixed with the vehicle’s frame, centered at a point \( A : [t_0, \infty) \to \mathbb{R}^3 \) conveniently chosen, and with axes \( x, y, z : [t_0, \infty) \to \mathbb{R}^3 \); in this article, we refer to \( \mathbb{J} \) as the body reference frame. If a vector \( a \in \mathbb{R}^3 \) is expressed in the reference frame \( \mathbb{J} \), then it is denoted by \( a^\mathbb{J} \); if a vector is expressed in \( \mathbf{I} \), then no superscript is used. The quadcopter’s mass is denoted by \( m > 0 \), and the gravitational acceleration is denoted by \( g > 0 \). The propellers’ arms are aligned to the \( y \)-axis and \( A(\cdot) \) does not coincide with the quadcopter’s center of mass; for details, see Fig. 1.

The position of the reference point \( A(\cdot) \) with respect to \( O \) is denoted by \( r_A^I : [t_0, \infty) \to \mathbb{R}^3 \), and the velocity of \( A(\cdot) \) with respect to the reference frame \( \mathbf{I} \) is denoted by \( v_A^\mathbf{I} : [t_0, \infty) \to \mathbb{R}^3 \). Using a 3-2-1 rotation sequence, the orientation of \( \mathbb{J} \) with respect to \( \mathbf{I} \) is captured by the roll angle \( \phi : [t_0, \infty) \to (-\frac{\pi}{2}, \frac{\pi}{2}) \), the pitch angle \( \theta : [t_0, \infty) \to (-\frac{\pi}{2}, \frac{\pi}{2}) \), and the yaw angle \( \psi : [t_0, \infty) \to [0, 2\pi] \) [40, pp. 11]. The vector of independent generalized coordinates is denoted by \( q \triangleq (r_A^\mathbf{I})^T, \phi, \theta, \psi \in \mathcal{D} \), where \( \mathcal{D} \triangleq \mathbb{R}^3 \times (-\frac{\pi}{2}, \frac{\pi}{2}) \times (-\frac{\pi}{2}, \frac{\pi}{2}) \times [0, 2\pi) \).

The propellers are centered at \( r_{prop,1} = [L_x, -L_y, L_z]^T \), \( r_{prop,2} = [L_x, L_y, L_z]^T \), \( r_{prop,3} = [-L_x, -L_y, L_z]^T \), and \( r_{prop,4} = [-L_x, L_y, L_z]^T \) with respect to the reference point \( A(\cdot) \), where \( L_x, L_y > 0 \) and \( L_z \geq 0 \). The angular position of the \( i \)-th propeller about its spin axis is denoted by \( \Omega_i : [t_0, \infty) \to \mathbb{R} \), \( i = 1, \ldots, 4 \), and the angular displacement of the \( i \)-th propeller’s spin axis about the \( y \)-axis is denoted by \( \alpha_i : [t_0, \infty) \to \mathbb{R} \). It is assumed that both \( \alpha_i(\cdot), i = 1, \ldots, 4 \), and \( \Omega_i(\cdot) \) can be estimated. The rotations about \( x \)-, \( y \)-, and \( z \)-axes of an angle \( \alpha \in \mathbb{R} \) are captured by \( R_x(\alpha), R_y(\alpha), R_z(\alpha) \in SO(3) \), respectively [40, p. 12], where \( SO(n) \subset \mathbb{R}^{n \times n} \) denotes the special orthogonal group in dimension \( n \).

**B. Equations of Motion of a Tilt-Rotor Quadcopter**

The kinematic equations of a tilt-rotor quadcopter are given by

\[
\dot{q}(t) = \begin{bmatrix}
v_A^\mathbf{I}(t) \\
\Gamma(q(t))\omega(q(t), \dot{q}(t))
\end{bmatrix}, \quad q(t_0) = q_0, \quad t \geq t_0
\]

(1)

where \( \omega : \mathcal{D} \times \mathbb{R}^6 \to \mathbb{R}^3 \) denotes the angular velocity of the reference frame \( \mathbb{J}(\cdot) \) with respect to \( \mathbf{I} \), and [40, Th. 1.7]

\[
\Gamma(q) \triangleq \begin{bmatrix}
1 & s\phi & t\theta & c\phi & t\theta \\
0 & c\phi & -s\phi & 0 & 0 \\
0 & s\phi c^{-1}\theta & c\phi c^{-1}\theta & 0 & 0
\end{bmatrix}, \quad q \in \mathcal{D}.
\]

Furthermore, proceeding as in [41], one can prove that the dynamic equations of a tilt-rotor quadcopter are given by

\[
\mathcal{M}(t, q(t)) \begin{bmatrix}
\ddot{v}_A^\mathbf{I}(t) \\
\ddot{\omega}(q(t), \dot{q}(t))
\end{bmatrix} + G(q(t))u(t)
\]

\[
= \begin{bmatrix}
f_{dyn,tran}(t, q(t), \dot{q}(t)) \\
f_{dyn,rot}(t, q(t), \dot{q}(t))
\end{bmatrix} + G(q(t))u(t)
\]

\[
[v_A^T(t_0), \omega^T(t_0)]^T = [v_A^T, \omega_0]^T, \quad t \geq t_0
\]

(2)

where

\[
\mathcal{M}(t, q) \triangleq \begin{bmatrix}
m_1 & -mR(q)\eta^\mathbb{J}(t) \\
mR^\mathbb{J}(t) & I(t)
\end{bmatrix}
\]

\[
(t, q) \in [t_0, \infty) \times \mathcal{D}
\]

(3)

denotes the generalized mass matrix

\[
f_{dyn,tran}(t, q, \dot{q}) \triangleq -mR(q)\left[r_C(t) + 2\omega^\times(q, \dot{q})r_C(t) + \omega^\times(q, \dot{q})\omega^\times(q, \dot{q})r_C(t) - mg\mathbf{e}_3 \right]
\]

\[
+ \omega^\times(q, \dot{q})I(t)\omega(q, \dot{q}) - I(t)\omega(q, \dot{q})
\]

\[
- \sum_{i=1}^{4} \left[ I_P(t)\omega_P(t) + \omega_P^\times(t)I_P(t)\omega_P(t) \right]
\]

\[
- \omega^\times(q, \dot{q})\sum_{i=1}^{4} I_P(t)\omega_P(t)
\]

\[
- m\mathbf{g}\eta^\mathbb{J}(t)R^\mathbb{J}(q)\mathbf{e}_3
\]

\[
G(q) \triangleq \begin{bmatrix}
R(q) & \mathbf{e}_{1,3} & \mathbf{e}_{3,3} \\
0_{3 \times 3} & \mathbf{0}
\end{bmatrix}
\]

(5)

\[
R(q) \triangleq R_x(\psi)R_y(\theta)R_z(\phi), \quad \text{the unknown vector function } r_C : [t_0, \infty) \to \mathbb{R}^3 \text{ denotes the position of the vehicle’s center of mass with respect to the reference point } A(\cdot), \quad \text{the symmetric, positive-definite matrix function } I : [t_0, \infty) \to \mathbb{R}^{1 \times 3} \text{ denotes the inertia matrix of the vehicle with respect to the reference point } A(\cdot), \quad \text{the symmetric, positive-definite matrix function } I_P : [t_0, \infty) \to \mathbb{R}^{3 \times 3} \text{ denotes the inertia matrix of the } i\text{-th propeller, } i = 1, \ldots, 4, \text{ with respect to the reference point } A(\cdot), \quad \text{the control input, } u_1, u_2, u_3 : [t_0, \infty) \to \mathbb{R} \text{ are the forces produced by the propellers along the } x(\cdot), y(\cdot), z(\cdot) \text{ axes, respectively, and } [u_1, u_2, u_3]^T : [t_0, \infty) \to \mathbb{R}^3 \text{ denotes the moment of the force produced by the propellers; the first component of the control input } u(\cdot) \text{ is denoted by } u_0(\cdot) \text{ consistently with the literature on conventional multicopter UAVs, for which } u_0(t) \equiv 0, t \geq t_0. \text{ We refer to (1) and (2) as the quadcopter’s equations of motion or the quadcopter’s kinodynamic equations.}
and, applying the parallel axis theorem, the inertia matrix of the $i$th propeller, $i = 1, \ldots, 4$, is computed as

$$ I_P(t) = R_y(\phi(t)) R_z(\psi(t)) R_x(\theta(t)) I_{\text{disk}}(\alpha(t)) + m_{\text{prop}} \omega^2(t) \rho_{\text{prop}} \mathbf{I}_3, \quad t \geq t_0 $$

(9)

where $I_{\text{disk}} = m_{\text{prop}} \rho_{\text{prop}} \text{diag}[0.25, 0.25, 0.50]^T$ denotes the inertia matrix of a thin disk of mass $m_{\text{prop}} > 0$ and radius $\rho_{\text{prop}} > 0$. The effect of the propellers’ motion on a tilt-rotor quadcopter’s dynamics is captured by $\sum_{i=1}^4 I_P(\cdot) \omega^2(\cdot)$, which is known as inertial counter-torque, $\omega^2(\cdot) \sum_{i=1}^4 I_P(\cdot) \omega(\cdot)$, which is known as gyroscopic effect, and $\sum_{i=1}^4 \omega^2(\cdot) I_P(\cdot) \omega(\cdot)$. Both the inertial counter-torque and the gyroscopic effect appear in the equations of motion of conventional quadcopters [41]. However, $\sum_{i=1}^4 \omega^2(\cdot) \omega(\cdot) I_P(\cdot) = 0$, for conventional quadcopters, since $\omega(\cdot) = 0$, $i = 1, \ldots, 4$, $I_P(\cdot)$ is a diagonal matrix, and the propellers’ thrust force is exerted along the $z(\cdot)$ axis of the reference frame $\mathbb{I}(\cdot)$. For the tilt-rotor quadcopter considered in this article, it holds that $\omega^2(\cdot) \omega(\cdot) I_P(\cdot) = 0$, $t \geq t_0$, $i = 1, \ldots, 4$, since $\alpha_i(t) = 0$. To the authors’ best knowledge, existing results on tilt-rotor quadcopters do not account for the inertial counter-torque, the gyroscopic effect, or $\sum_{i=1}^4 \omega^2(\cdot) I_P(\cdot) \omega(\cdot)$, which will be henceforth referred to as the tilt-rotor gyroscopic effect.

Since the quadcopter’s payload is considered as unsteady and the propellers’ spin axes vary in time, the inertia matrix is a function of time that we model as

$$ I(t) = I_{\text{quad}}(t) + \sum_{i=1}^4 I_P(t), \quad t \geq t_0 $$

(10)

where $I_{\text{quad}} : [t_0, \infty) \to \mathbb{R}^{3 \times 3}$ is continuously differentiable and denotes the inertia matrix of the quadcopter, excluding its propellers, with respect to $A(\cdot)$. The quadcopter’s dynamic equations involve the time derivative of the inertia matrix, and differentiating (9) and (10), we deduce that

$$ \dot{I}(t) = \dot{I}_{\text{quad}}(t) + \sum_{i=1}^4 \dot{\alpha}_i(t) R_y(\phi(t)) R_z(\psi(t)) R_x(\theta(t)) [\mathbf{e}_{2,3} \dot{\omega}_{\text{disk}}] - I_{\text{disk}} \omega^2(\cdot) \rho_{\text{prop}} \mathbf{I}_3, \quad t \geq t_0. $$

(11)

In the following section, we outline a control architecture for tilt-rotor quadcopters with H-configuration. This control architecture exploits our analysis of the aircraft dynamics to resolve the vehicle’s underactuation and compute both the thrust force each propeller and the spin axis’ tilt angle for each propeller so that the desired control input is realized.

**IV. CONTROL ARCHITECTURE FOR TILT-ROTOR QUADCOPTERS**

In this section, we present a control architecture that allows tilt-rotor quadcopters with H-configuration to follow some user-defined reference trajectory and attain some user-defined orientation. This architecture, which is captured by Fig. 2, comprises three major components. The first of these components provides a strategy to overcome the aircraft’s underactuation and allows users to specify the UAV’s reference trajectory, reference pitch angle, and reference yaw angle. The second component provides a strategy to feedback-linearize the UAV’s equation of motion and reduce the trajectory tracking error dynamics to a form suitable for the implementation of MRAC laws. Finally, the third component provides two alternative strategies to determine the thrust force and the tilt angle for each propeller so that the desired forces and moments are produced. These three components of the proposed control architecture are discussed in Sections IV-A–IV-C below.

**A. Solution of the Underactuation of Tilt-Rotors**

By proceeding as in [13], we verify that quadcopters with H-configuration are underactuated, that is, are characterized by six degrees of freedom, namely the components of the vector of independent generalized coordinates $\mathbf{q}(\cdot)$, and five control inputs, namely the components of control input $u(\cdot)$. To account for this limitation, the reference trajectory $r_{\text{ref}} : [t_0, \infty) \to \mathbb{R}^3$, the reference pitch angle $\theta_{\text{ref}} : [t_0, \infty) \to (-\frac{\pi}{2}, \frac{\pi}{2})$, and the reference yaw angle $\psi_{\text{ref}} : [t_0, \infty) \to [0, 2\pi)$ are considered as user-defined, piecewise twice continuously differentiable, and bounded with their derivatives. The reference roll angle $\phi_{\text{ref}}(\cdot)$ is not
specified by the user, but is defined as
\[ \phi_{\text{ref}}(t) = -\tan^{-1} \frac{v_{\text{tran},2}(t)}{v_{\text{tran},3}(t)}, \quad t \geq t_0 \] (12)
where \( v_{\text{tran},2}(\cdot) \) and \( v_{\text{tran},3}(\cdot) \) denote the second and the third components of
\[ v_{\text{tran}}(t) = I_{3,3} \left( R^T(\theta_{\text{ref}}(t))R^T(\psi_{\text{ref}}(t))v_{\text{tran}}(t) \right) \] (13)
respectively, \( \tan^{-1}(\cdot) \) denotes the signed inverse tangent function,
\[ v_{\text{tran}}^f(t) = R(q_{\text{ref}}(t)) \left[ u_3(t)e_{1,3} + u_1(t)e_{3,3} \right] \] (14)
denotes the translational equivalent control input, and
\[ q_{\text{ref}} = \left[ (r^T_{\text{ref}})^T, \phi_{\text{ref}}, \theta_{\text{ref}}, \psi_{\text{ref}} \right]^T \in \mathbb{R}^6. \] (15)

The vector of reference generalized coordinates \( q_{\text{ref}}(\cdot) \) captures the state of an ideal quadcopter, whose underactuation is enforced by the nonholonomic constraint (12). The translational equivalent control input \( v_{\text{tran}}^f(\cdot) \) captures the thrust force that must be produced by the UAV propellers to follow the user-defined trajectory \( q_{\text{ref}}(\cdot) \). The vector \( v_{\text{tran}}(\cdot) \) captures the propellers’ thrust force in a reference frame obtained by rotating the body reference frame \( \mathbb{J}(\cdot) \) of an angle \( \phi_{\text{ref}}(\cdot) \) about \( x(\cdot) \) axis. Indeed, since tilt-rotor quadcopters with H-configuration can only produce thrust forces in the plane containing \( x(\cdot) \) and \( z(\cdot) \) axes of the body reference frame \( \mathbb{J}(\cdot) \), the UAV must roll by an angle \( \phi_{\text{ref}}(\cdot) \) to produce the thrust force required to translate laterally.

The proposed control architecture requires first to compute a feedback control law for the equivalent control input
\[ v(t) = [v_{\text{tran}}^T(t), u_2(t), u_3(t), u_4(t)]^T, \quad t \geq t_0 \] (16)
so that the trajectory tracking error \( e(t) = [q^T(t) - \tilde{q}_{\text{ref}}(t), \dot{q}^T(t) - \tilde{q}_{\text{ref}}(t)]^T, t \geq t_0 \), meets user-defined requirements. Successively, \( v_{\text{tran}}(t), t \geq t_0 \), is computed by applying (13), and \( \phi_{\text{ref}}(\cdot) \) is computed from (12). Finally, \( u_3(t), t \geq t_0 \), and \( u_4(t) \) are computed from (14), and the control input \( u(t) \) is reconstructed from (16). For details, see Fig. 2.

According to the definition of signed inverse tangent function, the reference roll angle \( \phi_{\text{ref}}(\cdot) \) given by (12) is undefined whenever \( v_{\text{tran},2}(t) = v_{\text{tran},3}(t) = 0, t \geq t_0 \). However, \( I_{3,3}(\cdot) \) is defined so that if the third component of \( R^T(\theta_{\text{ref}}(t))R^T(\psi_{\text{ref}}(t))v_{\text{tran}}(t) \), \( t \geq t_0 \), is arbitrarily small, that is, if \( \| R^T(\theta_{\text{ref}}(t))R^T(\psi_{\text{ref}}(t))v_{\text{tran}}(t) \| < \kappa \), where \( \kappa > 0 \) is user-defined, then \( v_{\text{tran},2}(t) = \kappa \text{sign}(R^T(\theta_{\text{ref}}(t))R^T(\psi_{\text{ref}}(t))v_{\text{tran}}(t))v_{\text{tran},1}(t) \). Therefore, \( \phi_{\text{ref}}(\cdot) \) is always well defined. Furthermore, sensors used to measure the UAV’s translational and rotational position and velocity are unavoidably affected by errors and hence, if the threshold parameter \( \kappa \) is smaller than the sensors’ precision, then, in practice, \( I_{3,3}(R^T(\theta_{\text{ref}}(t))R^T(\psi_{\text{ref}}(t))v_{\text{tran}}(t)) = R^T(\theta_{\text{ref}}(t))R^T(\psi_{\text{ref}}(t))v_{\text{tran}}(t), t \geq t_0 \).

B. Feedback Linearization of the Equations of Motion

In the following, we design a feedback control law for an equivalent control input \( v(\cdot) \) given by (16) so that the equations of motion (1) and (2) are feedback-linearized, and the trajectory tracking error dynamics is reduced to a form that is suitable for MRAC laws. Specifically, we note that, by adding and subtracting \( v_{\text{tran}}^f(t), 0 \times 3 \), \( t \geq t_0 \), to the right-hand side of (2), where \( v_{\text{tran}}^f(\cdot) \) is given by (14), the tilt-rotor quadcopter’s equations of motion (1) and (2) are equivalent to
\[ M(t, q(t)) \begin{bmatrix} I_3 & 0_{3 \times 3} & \Gamma^{-1}(q(t)) \\ 0_{3 \times 3} & I_3 & \Gamma^{-1}(q(t)) \\ \Gamma^{-1}(q(t)) & \Gamma^{-1}(q(t)) & 0_{3 \times 1} \end{bmatrix} \begin{bmatrix} \ddot{q}(t) \\ \dot{q}(t) \\ \Theta \end{bmatrix} = \begin{bmatrix} \dot{q}_0(t) \\ \dot{q}_0(t) \\ 0_{3 \times 1} \end{bmatrix}, \quad t \geq t_0 \] (17)
and considering \( v(\cdot) \) as the control input for (17), this dynamical system is fully actuated. Therefore, we design a feedback control law for \( v(\cdot) \) so that (17) is feedback-linearized, and the trajectory tracking error \( e(\cdot) \) meets user-defined requirements at all times.

The feedback-linearizing control law for \( v(\cdot) \) is introduced by the next theorem. For the statement of this result, let \( \Phi_C(\cdot) \) and \( \Phi(\cdot) \) denote estimates of the unknown terms \( r_C(\cdot) \) and \( I(\cdot) \), respectively, and let \( M(\cdot), \Theta, \) and \( f_{\text{dyn},\text{rot}}(\cdot, \cdot, \cdot), \) respectively, \( \Phi_C(\cdot) \) and \( \Phi(\cdot) \) denote estimates of \( M(\cdot), f_{\text{dyn},\text{tran}}(\cdot, \cdot, \cdot), \) and \( f_{\text{dyn},\text{rot}}(\cdot, \cdot, \cdot), \) which are deduced from (3)–(5) by substituting \( r_C(\cdot) \) and \( I(\cdot) \) with \( \Phi_C(\cdot) \) and \( \Phi(\cdot) \), respectively. Both \( \Phi_C(\cdot) \) and \( \Phi(\cdot) \) are designed so that both \( \Phi_C(\cdot) \) and \( \Phi(\cdot) \) are positive-definite, and can be deduced, for example, using analytical models of the vehicle’s configuration. Let \( \Delta M(\cdot), \Delta f_{\text{dyn},\text{tran}}(\cdot, \cdot, \cdot), \) and \( \Delta f_{\text{dyn},\text{rot}}(\cdot, \cdot, \cdot) \) capture unmatched uncertainties on the generalized mass matrix and the UAV’s inertial forces so that \( M(t, q) = M(t, q) + \Delta M(t, q), \) \( (t, q, \dot{q}) \in [t_0, \infty) \times \mathbb{R} \times \mathbb{R}^3 \),
\[ f_{\text{dyn},\text{tran}}(t, q, \dot{q}) = f_{\text{dyn},\text{tran}}(t, q, \dot{q}) + \Delta f_{\text{dyn},\text{tran}}(t, q, \dot{q}), \] and \( f_{\text{dyn},\text{rot}}(t, q, \dot{q}) = f_{\text{dyn},\text{rot}}(t, q, \dot{q}) + \Delta f_{\text{dyn},\text{rot}}(t, q, \dot{q}). \) Finally, let \( \tilde{\Phi}_C \in \mathbb{R}^3 \) be unknown and let \( \Phi \in \mathbb{R}^{3 \times 3} \) be symmetric, positive-definite, and unknown so that \( \Phi_C \) and \( \Phi \) capture systematic errors in the estimation of the position of the quadcopter’s center of mass and inertia matrix, respectively, and let \( f_{\text{dyn},\text{rot}}(q, \dot{q}) = -mR(q)\omega^x(q, \dot{q})\omega^y(q, \dot{q})\omega^z(q, \dot{q}) \tilde{\Phi}_C, \) \( (t, q, \dot{q}) \in [t_0, \infty) \times \mathbb{R} \times \mathbb{R}^3 \), and \( f_{\text{dyn},\text{rot}}(q, \dot{q}) = -m \tilde{\Phi}_C R^T(q) e_{3,3} \). The unknown functions \( f_{\text{dyn},\text{tran}}(q, \dot{q}), (q, \dot{q}) \in \mathbb{R} \times \mathbb{R}^3 \), and \( f_{\text{dyn},\text{rot}}(q, \dot{q}) \) capture parametric uncertainties and approximate \( \Delta f_{\text{dyn},\text{rot}}(\cdot, \cdot, \cdot) \) and \( \Delta f_{\text{dyn},\text{rot}}(\cdot, \cdot, \cdot) \), respectively. Accounting for parametric uncertainties is advantageous since the robustness margins of MRAC laws, such as those employed in this article, are reduced by unmatched uncertainties, but not by parametric and matched uncertainties [28, Ch. 9, 11].
THEOREM 4.1 Consider the nonlinear dynamical system (17) and the feedback control law

\[ \beta(t, q, q_{ref}, w) = I_{3,6} \left( \mathcal{M}(t, q) \begin{bmatrix} I_3 & 0_{3 \times 3} \\ 0_{3 \times 3} & \Gamma^{-1}(q) \end{bmatrix} \begin{bmatrix} q_{ref} \\ \frac{\dot{q}}{\dot{q}_{ref}} \end{bmatrix} \begin{bmatrix} 0_{3 \times 1} \\ 0 \end{bmatrix} \right) \frac{\dot{q}}{\dot{q}_{ref}}, \frac{\Gamma(q)\omega(q, \dot{q})}{\Gamma(q_{ref})} \right) - [K_p, K_d] \left( q - q_{ref}, q_{ref} - \hat{q}_{ref} \right) - \Theta^T \Phi(q, \dot{q}) + w \right) 

\begin{align*}
- \left[ f_{\text{dyn,tran}}(t, q, \dot{q}), f_{\text{dyn,rot}}(t, q, \dot{q}) \right] \), \\
(t, q, q_{ref}, w) \in [0, \infty) \times D \times \mathbb{R}^6 \times \mathbb{R}^6
\end{align*}

(18)

where \( K_p \) and \( K_d \) are symmetric and positive-definite, \( \Theta^T = \begin{bmatrix} \Theta_{\text{tran}} & 0_{3 \times 30} \\ 0_{3 \times 9} & \Theta_{\text{rot}} \end{bmatrix} \), \( \Phi(q, \dot{q}) = \left[ \Phi_{\text{tran}}(q, \dot{q}), \Phi_{\text{rot}}(q, \dot{q}) \right]^T \), \( \Theta_{\text{tran}} = M_W(\tilde{r}_C, 3) \), \( \Theta_{\text{rot}} = M_W \left( W_M(\tilde{r}), 3 \right) / \tilde{r}_C \), \( \Phi_{\text{tran}}(q, \dot{q}) = -mW_M(R(q)\omega(q, \dot{q})\omega(q, \dot{q})) \), \( \Phi_{\text{rot}}(q, \dot{q}) = -W_M(\omega(q, \dot{q})\omega(q, \dot{q})) \) - \( mge_{\text{trans}}(q, \dot{q}) \) (22)

\( M_W(b, n) \triangleq b^T \otimes \sum_{i=1}^n e_{i, n} \), \( (b, n) \in \mathbb{R}^m \times \mathbb{N} \)

\( W_M(A) \triangleq \sum_{i=1}^n \left( e_{i, m} \otimes (Ae_{i, m}) \right) \), \( A \in \mathbb{R}^{n \times m} \).

If \( v(t) = \beta(t, q(t), q_{ref}(t), w(t)) \), then (17) is equivalent to

\begin{align*}
\dot{e}(t) &= A_{\text{ref}} e(t) + B [w(t) + \Theta^T \Phi(q(t), \dot{q}(t))] + \xi(t) \\
e(t_0) &= \begin{bmatrix} q_0 \\ q_{\text{ref}}(t_0) \\ -\hat{q}_{\text{ref}}(t_0) \end{bmatrix}, \quad t \geq t_0
\end{align*}

(25)

where \( A_{\text{ref}} \triangleq \begin{bmatrix} 0_{6 \times 6} & I_6 \\ -K_p & -K_d \end{bmatrix} \), \( B \triangleq \begin{bmatrix} 0_{6 \times 6} \\ I_6 \end{bmatrix} \), \( \xi(t) = [0_{1 \times 6}, 0_{1 \times 6}]^T \), \( \tilde{e}_{\text{tran}}(t, q) \) \( \tilde{e}_{\text{rot}}(t, q, \dot{q}) \)

\( \tilde{e}_{\text{dyn}}(t, q) \) \( \tilde{e}_{\text{dyn}}(t, q) \) \( \tilde{e}_{\text{dyn}}(t, q) \) \( \tilde{e}_{\text{dyn}}(t, q) \) (26)

The feedback-linearizing control law (18) reduces the trajectory tracking error dynamics to a linear, controllable dynamical system, which is captured by (25), is regulated by the virtual control input \( u(t) \), and is perturbed by \( \xi(t) \). In particular, (18) exploits the estimated quantities \( \tilde{r}_{\text{ref}} \), \( f_{\text{dy,tran}}(\cdot, \cdot, \cdot) \), and \( f_{\text{dy,rot}}(\cdot, \cdot, \cdot) \) to attempt to cancel the coupling terms in (17) and introduces a proportional-derivative control law with gains \( K_p \) and \( K_d \), which serves as a baseline controller for \( w(t) \). The term \( \xi(t) \) in (25) accounts for unmatched uncertainties, including the presence of an unsteady payload whose inertial properties are unknown. Any linear or nonlinear robust control law for \( w(t) \) can be designed so that the trajectory tracking error \( e(t) \) meets user-defined levels of performance, and as discussed in Section V below, in this article, we employ MRAC laws to design the virtual control input. Since the robustness of MRAC laws is unaffected by parametric uncertainties \([28, \text{Ch.} 11]\), the feedback control law (18) introduces the term \( \Theta^T \Phi(q, \dot{q}) \), \( (q, \dot{q}) \in D \times \mathbb{R}^6 \), in (25) to explicitly account for parametric uncertainties and counteract the destabilizing effect of the unmatched uncertainties. MRAC laws usually produce strong control inputs in the presence of large trajectory tracking errors and induce large oscillations of the trajectory tracking error during the transient phase. The proportional-derivative baseline controller allows the MRAC law for \( w(t) \) to be less aggressive.

Vehicles that are controlled by a thrust force along a single direction and that have full torque actuation for attitude control, such as quadcopters, are limited by the fact that if \( \tilde{r}_{\text{ref}} = -\gamma_3 - \frac{\gamma}{\gamma_3} \), \( t \geq t_0 \), then a control law may not be defined \([42, 43]\). For the tilt-rotor quadcopter considered in this article, this condition is verified if and only if the UAV does not produce any thrust force along the \( Z \) axis of the inertial reference frame \( \mathbb{T} \), and is in free fall. Now, (16) and (14) imply that the third component of \( v(t) \) captures the component of the propellers’ thrust force along the \( Z \) axis of the inertial reference frame \( \mathbb{T} \). Therefore, the feedback control law (18) embeds the function \( I_{1,6}(-\cdot) \) so that if \( v(t) = \beta(t, q(t), q_{ref}(t), w(t)) \), \( t \geq t_0 \), then \( e_{\text{tran}}(t, q) \neq 0 \) and the closed-loop system is controllable at all times. Motors for UAVs are unable to produce arbitrarily small thrust force and suffer from small, but not zero, error in tilting the propellers. Thus, if \( \kappa \) is sufficiently small, then in practice the discontinuity produced by \( I_{1,6}(-\cdot) \) in the time derivative of the baseline control law \( \beta(-\cdot, -\cdot, -\cdot) \) is negligible.

C. Realization of the Desired Control Inputs

Once the virtual control input \( w(t) \) has been computed, (17) is feedback-linearized by setting \( v(t) = \beta(t, q(t), q_{ref}(t), w(t)), t \geq t_0 \), and the control input \( u(t) \) is computed from (14) and (16), the forces and moments needed for \( q(t) \) to track \( q_{ref}(t) \) must be realized by generating the appropriate thrust forces \( F_i(t), i = 1, \ldots, 4 \), and tilting the propellers’ axes by \( \alpha_i(t) \). In this section, we present two optimization-based approaches that provide \( T_i(t), i = 1, \ldots, 4 \), and \( \alpha_i(t) \) assuming that the propellers’ axes tilt angles are either independent from one another or equal
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to one another. To achieve these results, we model the ith propeller’s thrust force as

$$T_i(t) = k_i \hat{Q}^2_i(t), \quad i = 1, \ldots, 4, \quad t \geq t_0 \tag{27}$$

where $k > 0$, and we model the moment of the aerodynamic drag induced by the ith propeller as

$$D_i(t) = k^2 T_i(t) \tag{28}$$

where $k_T > 0$ [13]. Furthermore, we assume that adjacent propellers spin in opposite directions so that

$$u(t) = QA(\alpha(t))T(t), \quad t \geq t_0 \tag{29}$$

where $T(t) \triangleq [T_1(t), T_2(t), T_3(t), T_4(t)]^T \in \mathbb{R}^4$ denotes the vector of thrust forces, $\alpha \triangleq [\alpha_1(t), \alpha_2(t), \alpha_3(t), \alpha_4(t)]^T \in \mathbb{R}^4$, and $Q \triangleq [q_1, q_2, q_3, q_4]^T \in \mathbb{R}^4$

and $A(\alpha) \in \mathbb{R}^{8 \times 4}$ is such that the element on its $(2i - 1)$th row and $i$th column, $i = 1, \ldots, 4$, is given by $\alpha_{2i-1}$, the element on its $2i$th row and $i$th column is given by $\alpha_{2i}$, and every other element is equal to zero.

The next theorem presents the first of the two optimization-based approaches discussed in this section to compute each propeller’s thrust force and spin axes’ tilt angle. For the proof of this result, we note that $Q$ is full-rank, since $L_x, L_y > 0$ and $k_T > 0$, and hence, its Moore–Penrose inverse is given by $Q^+ \triangleq Q^T(QQ^T)^{-1}$. Furthermore, we recall that there are infinitely many solutions to the problem of finding $\hat{T} : [t_0, \infty) \rightarrow \mathbb{R}^8$ such that \[
\|Q\hat{T}(t) - u(t)\|^2 = 0, \quad t \geq t_0, \] is minimized, and the solution with smallest Euclidean norm is given by [44, p. 649]

$$\hat{T}(t) \triangleq Q^+u(t). \tag{30}$$

**Theorem 4.2** Consider the linear system (29) and assume that $u : [t_0, \infty) \rightarrow \mathbb{R}^2$ is given. If

$$T_i^*(t) = \sqrt{T_{2i-1}^2(t) + T_{2i}^2(t)}, \quad i = 1, \ldots, 4, \quad t \geq t_0 \tag{31}$$

$$\alpha_i(t) = \tan^{-1} \frac{T_{2i}(t)}{T_{2i-1}(t)} \tag{32}$$

and

$$T^* = \arg \min_{T \in \mathbb{R}^8} \|Q(\alpha(T))T - u(t)\|^2 \tag{33}$$

where $T^* = [T_1^*(t), T_2^*(t), T_3^*(t), T_4^*(t)]^T$.

**Proof** Let $T^* : [t_0, \infty) \rightarrow \mathbb{R}^4$ be such that $\hat{T}(t) = A(\alpha)(T^* - u(t))$, $t \geq t_0$, where $\hat{T}(t)$ is given by (30). Equations (31) and (32) directly follow from the fact that the $(2i - 1)$th, $i = 1, \ldots, 4$, and the 2th component of $\hat{T}(\cdot)$ capture the components of $T^*(\cdot)$ along $z(\cdot)$ and $x(\cdot)$ axes of the body reference frame $\hat{\mathcal{B}}(\cdot)$, respectively. Finally, (33) follows from the fact that \[
\|Q(\alpha(T^* - u(t)))\|^2 \leq \|Q(\alpha(T^* - u(t)))\|^2 \text{ for all } t \geq t_0 \text{ and all } T : [t_0, \infty) \rightarrow \mathbb{R}^8.
\]

The next result provides a simpler alternative to Theorem 4.2. Specifically, in this theorem, we deduce the thrust force each propeller must produce to realize the desired control input $u(\cdot)$, assuming that all spin axes tilt by the same angle, that is, $\alpha_1(t) = \cdots = \alpha_4(t), t \geq t_0$.

**Theorem 4.3** Consider the linear system (29) and assume that $u : [t_0, \infty) \rightarrow \mathbb{R}^2$ is given and $\alpha_1(t) = \cdots = \alpha_4(t), t \geq t_0$. If

$$T_i^* = \left[\hat{T}_{2i-1}(t), \hat{T}_{2i}(t)\right] \begin{bmatrix} \cos \alpha_i(t) \\ \sin \alpha_i(t) \end{bmatrix} \tag{34}$$

$$\alpha_i(t) = \tan^{-1} \frac{u_2(t)}{u_1(t)} \tag{35}$$

where $\hat{T}(t) = Q^+u(t)$, then (33) is verified.

**Proof** Equation (35) follows from the facts that $\alpha_1(t) = \cdots = \alpha_4(t), t \geq t_0$, and that $u_2(t)$ and $u_1(t)$ denote the components of the forces produced by the propellers along $x(\cdot)$ and $z(\cdot)$ axes, respectively. Now, as discussed in the proof of Theorem 4.2, $\hat{T}(t) = Q^+u(t), t \geq t_0$, minimizes $\|Q(\hat{T}(t) - u(t))^2 \text{ over all } T \in \mathbb{R}^3$. Furthermore, the objective function $\|Q(\alpha(T))T - u(t))^2 \text{ over all } T \in \mathbb{R}^3$, and hence, all its minimizers are global minimizers. Therefore, since $A(\alpha(T))T = T \otimes [\alpha(\cdot), \alpha(\cdot)]^T, T \in \mathbb{R}^4, t \geq t_0$, finding $T^*(t), t \geq t_0$, that verifies (33) is equivalent to finding a global minimizer of $\mathcal{L}(T(\cdot)) \triangleq \|T(\cdot) \otimes [\alpha(\cdot), \alpha(\cdot)]^T - \hat{T}(\cdot))\|^2$. Necessary and sufficient condition to minimize $\mathcal{L}(T)$ over all $T \in \mathbb{R}^4$ is that $\frac{\partial \mathcal{L}(T)}{\partial T} = 0$. Since, $\frac{\partial \mathcal{L}(T)}{\partial T} = T - p(\hat{T})$, where $p(\hat{T}) \triangleq [\hat{T}_1(t), \hat{T}_2(t), \hat{T}_3(t), \hat{T}_4(t)]^T \begin{bmatrix} \cos \alpha_1(t) \\ \sin \alpha_1(t) \end{bmatrix}, (33)$ and (34) are verified.

Theorems 4.2 and 4.3 provide the thrust force and the spin axis’ tilt angle for each propeller so that the desired forces and moments are produced. However, since tilt-rotor quadcopters with H-configuration are underactuated, it is not always possible to find $T_i(\cdot), i = 1, \ldots, 4$, and $\alpha_i(\cdot)$ that realize any arbitrary control input $u(\cdot)$. Indeed, (31) and (34) are solutions of least-squares optimization problems. This fact provides an additional challenge to the robustness of the proposed control law. Furthermore, imposing that $\alpha_1(t) = \alpha_2(t) = \alpha_3(t) = \alpha_4(t), t \geq t_0$, further limits the propellers’ ability to produce the desired forces and moments. For this reason, the propeller’s thrust force $T_i^*(t), t \geq t_0, i = 1, \ldots, 4$, given by (31) and the corresponding tilt-angle $\alpha_i(t)$ given by (32) produce forces and moments that approximate the desired control input better than the forces and moments produced by $T_i^*(t)$ and $\alpha_i(t)$ given by (34) and (35).

In the following section, we present robust MRAC laws for the virtual control input $w(\cdot)$ in (25).
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V. ROBUST MODEL REFERENCE ADAPTIVE CONTROL

In this section, we consider feedback control laws for the virtual control input \( w(\cdot) \) in the form

\[
\gamma(q, \dot{q}, \Theta) = -\Delta \Theta^T \Phi(q, \dot{q}),
\]

\[
(q, \dot{q}, \Theta) \in D \times R^6 \times R^{39 \times 6}
\]

(36)

where \( \Delta \Theta \triangleq \Theta - \Theta_0 \) and \( \Theta_0 \in R^{39 \times 6} \) denotes an estimate of \( \Theta \), that is, \( \| \Theta - \Theta_0 \| \leq \varepsilon \) with \( \varepsilon \geq 0 \) arbitrarily small. The adaptive gain matrix \( \Theta(\cdot) \) is determined by applying an MRAC framework so that the feedback-linearized trajectory tracking error dynamics (25) meets user-defined specifications.

The next theorem is the main original result of this section and provides an adaptive law for \( \Theta(\cdot) \) so that user-defined constraints on both the trajectory tracking error and the adaptive gains are verified, that is, \( (e(t), \Delta \Theta(t)) \in \tilde{C}, \)

\[
t \geq t_0.
\]

where

\[
\tilde{C} \triangleq \{(e, \Delta \Theta) \in R^{12} \times R^{39 \times 6} : h(e, \Delta \Theta) \geq 0 \}
\]

(37)

is bounded, connected, and denotes the constraint set

\[
h(e, \Delta \Theta) \triangleq h_{\max} - \| M^2 e \|^2 - \| \Delta \Theta \|^2_{F, \Gamma^{-1}}
\]

\[
(e, \Delta \Theta) \in R^{12} \times R^{39 \times 6}
\]

(38)

\( h_{\max} > 0, M^2 \) denotes the square root of a symmetric and positive-definite solution \( M \in R^{12 \times 12} \) of the Lyapunov inequality \( A_{\ref}^T M + M A_{\ref} \leq 0 \), and \( \Gamma \in R^{39 \times 39} \) is symmetric and positive-definite; note that \( (0, 0) \in \tilde{C} \). The constraint function (38) combines both the upper bound on the trajectory tracking error \( e(\cdot) \) and the upper bound on the difference between the adaptive gain \( \Theta(\cdot) \) and the estimated gain \( \Theta \).

Indeed, if \( w(t) = \gamma(q(t), \dot{q}(t), \Theta), t \geq t_0 \), and the quadcopter dynamics were perfectly modeled, that is, \( \Theta = 0 \) and \( \xi \equiv 0 \), then the solution \( e(t) \) of (25) is such that \( e(t) \to 0 \) as \( t \to \infty \). Therefore, the constraint set (37) allows us to bound both \( \Theta(\cdot) \) is some neighborhood of the estimated gain \( \Theta \) and \( e(t) \) in some neighborhood of the origin.

For the statement of the next theorem, define the barrier Lyapunov function candidate

\[
V(e, \Delta \Theta) \triangleq \frac{e^T Pe + tr(\Delta \Theta^T \Gamma^{-1} \Delta \Theta)}{h(e, \Delta \Theta)}, \quad (e, \Delta \Theta) \in \tilde{C}
\]

(39)

where \( P \in R^{12 \times 12} \) denotes the symmetric, positive-definite solution of the algebraic Lyapunov equation

\[
0 = A_{\ref}^T P + P A_{\ref} + Q_1
\]

(40)

and \( Q_1 \in R^{12 \times 12} \) is user-defined, symmetric, and positive-definite. Furthermore, let

\[
S_{\Phi} \triangleq \{(e, \Delta \Theta) \in R^{12} \times R^{39 \times 6} : S_{\Phi}(e, \Delta \Theta) > 0 \}
\]

\[
S_{\Phi}(e, \Delta \Theta) \triangleq -\sigma ||e||^2 - \sigma ||e^T P B||^2 \| \Delta \Theta \|_{F}^2
\]

\[
+ 2 (\varepsilon \| \Phi(q, \dot{q}) \| + \xi_{\max}) \| \eta(e, \Delta \Theta) \|
\]

(41)

where \( p \in N, \sigma > 0, \xi_{\max} \triangleq \max(\xi_0), \xi_{\max} \geq 0 \) is such that

\[
\| \xi(t) + (\Theta - \Theta_0)^T \Phi(q(t), \dot{q}(t)) \| \leq \xi_{\max}, \quad t \geq t_0
\]

(42)

and

\[
\eta(e, \Delta \Theta) \triangleq e^T [P + V(e, \Delta \Theta) M] B
\]

(44)

Finally, note that since both \( q_{\ref}(t), t \geq t_0 \), and \( q_{\ref}(t) \) are bounded by assumption and \( C \) is compact, Both \( q(\cdot) \) and \( \dot{q}(\cdot) \) are bounded. Therefore, there exists a compact set \( F \subset R^2 \) such that \( -\Phi(q(t), \dot{q}(t)) \in F \) for all \( t \geq t_0 \), and, by the Weierstrass theorem [45, Th. 2.13],

\[
\Phi^*(e, \Delta \Theta) \triangleq \arg \max_{\Phi \in F} S_{\Phi}(e, \Delta \Theta)
\]

\[
(e, \Delta \Theta) \in R^{12} \times R^{39 \times 6}
\]

(45)

exists and is finite.

THEOREM 5.1 Consider the uncertain nonlinear dynamical system (25), the feedback control law (36), the constraint set (37), and the set \( S_{\Phi} \) given by (41). Let

\[
\dot{\Theta}(t) = \Gamma \left[ \Phi(q(t), \dot{q}(t)) \eta(e(t), \Delta \Theta(t)) \right]
\]

\[
- \sigma \| e^T PB \|^{2} \| \Delta \Theta(t) \|^{2} + \| V(e(t), \Delta \Theta(t)) \|^{-1}
\]

\[
(\Theta(t)) \geq \Theta_0, \quad t \geq t_0
\]

(46)

where \( P \in R^{12 \times 12} \) denotes the symmetric, positive-definite solution of (40), \( V(\cdot, \cdot) \) is given by (39), and \( \eta(\cdot, \cdot) \) is given by (44). If \( w(t) = \gamma(q(t), \dot{q}(t), \Theta(t)), t \geq t_0, \)

\[
(e(t), \Delta \Theta(t)) \in \tilde{C},\quad S_{\Phi^*} \subset \tilde{C}, \quad \Phi^*(\cdot, \cdot) \text{ is given by (45)}, \quad \text{then} \quad (e(t), \Delta \Theta(t)) \in \tilde{C}, \quad t \geq t_0.
\]

PROOF The proof of this result follows by proceeding as in [46, The proof of Theorem 1] and is omitted for brevity.

The function \( V(\cdot, \cdot) \) is a barrier Lyapunov function since it is positive-definite, decrescent along the trajectories of the dynamical system given by (25) and (46), and grows asymptotically, while approaching the boundary of the constraint set \( C \). These properties certify that the user-defined constraints are met along the trajectories of the closed-loop system.

The upper bound \( \bar{e}_{\text{max}} \) in (43) can be determined as follows. The reference position \( \hat{r}_{\ref}(t), t \geq t_0 \), is user-defined, and since \( |\phi_{\ref}(t)|, \| \eta_{\ref}(t) \| < 2\pi, \) an upper bound on \( \| q_{\ref}(t) \| \) can be readily computed. Furthermore, \( r_{\ref}(t), t \geq t_0, \theta_{\ref}(t), \phi_{\ref}(t) \) are user-defined, and differentiating (12), we deduce that \( |\phi_{\ref}(t)| \leq \frac{|\bar{\theta}_{\text{max}}|}{|\bar{\xi}_{\text{max}}|} |\bar{\theta}_{\text{max}}| \). Now, \( \bar{v}_{\text{trans},2}(t), t \geq t_0 \), and \( \bar{v}_{\text{trans},3}(t) \) capture components of the thrust force in a reference frame obtained by rotating \( I(t) \) about \( x(t) \) of an angle \( \phi_{\ref}(t) \) and, since \( \bar{v}_{\text{trans},3}(t) \geq \bar{k}^2, \) an upper bound on

\[
\text{d} \bar{v}_{\text{trans},2}(t)
\]

\[
\text{d} \bar{v}_{\text{trans},3}(t)
\]

(47)

(48)

and

\[
\text{d} \bar{v}_{\text{trans},2}(t)
\]

\[
\text{d} \bar{v}_{\text{trans},3}(t)
\]

(49)

(50)

can be estimated from the design specifications of the propellers and their motors. Thus, an upper bound on \( \| \dot{q}_{\ref}(t) \|, t \geq t_0 \), can be computed. Next, it holds that

\[
\| \dot{q}(t) \| = \| \dot{\hat{q}}(t) \| \geq \| \dot{q}_{\ref}(t) \|, t \geq t_0 \]

and it follows from (38) that \( \| e(t) \| \leq \sqrt{\bar{e}_{\text{max}}} \). Hence, upper bounds on \( \| q(t) \| \) and \( \| \dot{q}(t) \| \) can be estimated. Similarly, upper bounds on \( \| \dot{q}(t) \|, t \geq t_0 \) can be deduced from (25). Finally,
upper bounds on \( \|\Delta f_{\text{dyn,tran}}(t, q, \dot{q}, \ddot{q})\|\), \((t, q, \dot{q}, \ddot{q}) \in [t_0, \infty) \times \mathcal{D} \times \mathbb{R}^6\), \(\|\Delta f_{\text{dyn,rot}}(t, q, \dot{q}, \ddot{q})\|\), and \(\|\Delta M(t, q)\|\) are user-defined and capture the user’s confidence to accurately model the system’s dynamics by means of \(\hat{T}_{\text{dyn,tran}}(t, q, \dot{q})\), \((t, q, \dot{q}, \ddot{q}) \in [t_0, \infty) \times \mathcal{D} \times \mathbb{R}^6\), \(\hat{T}_{\text{dyn,rot}}(t, q, \dot{q}, \ddot{q})\), and \(\hat{M}(t, q)\), respectively. Thus, \(\xi_{\max}\) can be computed by noting that \(\|\xi(t)\| = \|\xi_{\text{dyn}}(t)\|\), \(t \geq t_0\), and applying both the triangle inequality and the Cauchy–Schwarz inequality to the left-hand side of (43) and the right-hand-sides of (21), (22), and (26) with \(w(\cdot)\) deduced from (14) and (16) and \(\nu(t) = \beta(t, q(t), \dot{q}(t), \gamma(q(t), \dot{q}(t), \hat{\Theta}(t)))\).

A possible disturbance to the quadcopter’s dynamics, which violates the assumptions underlying this article, involves adding or subtracting mass from the payload. This disturbance directly affects \(\|\Delta M(t, q)\|\), \((t, q, \dot{q}, \ddot{q}) \in [t_0, \infty) \times \mathcal{D} \times \mathbb{R}^6\), \(\|\Delta f_{\text{dyn,tran}}(t, q, \dot{q}, \ddot{q})\|\), and \(\|\Delta f_{\text{dyn,rot}}(t, q, \dot{q}, \ddot{q})\|\), and it can be accounted for by increasing \(\xi_{\max}\). Errors in estimating the quadcopter’s mass induce also systematic errors in the estimate of the quadcopter’s inertia matrix \(I(\cdot)\), namely \(\hat{T}\), and the position of its center of mass \(r_C(\cdot)\), namely \(\hat{r}_C\). These parametric uncertainties are captured by \(\hat{T}_{\text{dyn,tran}}(q, \dot{q})\), \((q, \dot{q}) \in \mathcal{D} \times \mathbb{R}^6\), and \(\hat{T}_{\text{dyn,rot}}(q, \dot{q})\), and are compensated by the adaptive law (46). Similarly, the sloshing of fluids in the payload induces oscillatory variations in the overall system’s inertia matrix and position of the center of mass. In this case, the average of these oscillatory disturbances provides a parametric uncertainty, which is compensated by the adaptive law (46), and the unsteady components of these disturbances can be accounted for by increasing \(\xi_{\max}\).

VI. FLIGHT TESTS

In this section, we present the results of two flight tests and show the ability of the control strategy presented in Section IV and the robust MRAC laws presented in Section V to control both the position and the attitude of a tilt-rotor quadcopter. In particular, the first flight test involves the proposed adaptive law (46), and the second test involves the classical robust adaptive law (47). A video of the test involving the proposed adaptive law (46) is available at [11]. This video also shows that if the UAV’s propellers are locked so that the aircraft becomes a classical quadcopter, then the mission is not accomplished.

A. Flight Test Setup

Both flight tests involve the same setup presented in this section. Specifically, the mass of the tilt-rotor quadcopter is 2.0 kg, and according to custom-made high-fidelity CAD model, its principal moments of inertia are [0.0208, 0.0468, 0.0303] kg m²; the UAV is connected to a cart, whose mass is 6.2 kg and whose inertia matrix is unknown. The UAV’s estimated moments of inertia serve also as estimates of the overall system’s inertia matrix. The UAV’s mission is to hover for \(t \in [0, 7]\) s, travel 2 m in the negative X-axis direction for \(t \in [7, 15]\) s, hover for \(t \in [15, 22]\) s, travel 1 m in the positive X-axis direction for \(t \in [22, 26]\) s, hover for \(t \in [26, 30]\) s, and maintain a constant altitude of 1 m and 0° pitch angle at all times.

As discussed in Section I, the UAV controllers’ performances are challenged by the fact that a thin rope of unknown length, which is slack at \(t = 0\) s, connects the aft edge of the tilt-rotor to a cart of unknown inertial properties.
Furthermore, numerical errors and communication delays further strain the aircraft’s control algorithms.

In both flight tests, the gains of the proportional-derivative linear controller employed in (18) are

\[
K_P = \text{diag} \left( \begin{bmatrix} 4.0, 7.0, 5.5, 35, 20, 60 \end{bmatrix} \right)
\]

\[
K_D = \text{diag} \left( \begin{bmatrix} 2.2, 2.0, 3.0, 9.0, 4.5, 10 \end{bmatrix} \right).
\]

The user-defined constraints on the trajectory tracking error and the adaptive gains are captured by (37) with \( h_{\text{max}} = 185.50 \) and \( M = \mathbf{I}_{12} \). Furthermore, \( p = 1 \) in (46), and \( \Gamma = 2 \cdot \mathbf{1}_9 \), \( Q_i = \mathbf{1}_{12} \), and \( \sigma = 10^{-3} \) in (40), (46), and (47). The goal of this article is to design an algorithm to control the position and attitude of a tilt-rotor quadcopter that is agnostic of its payload. In order to challenge the ability of the MRAC laws to impose user-defined bounds on the trajectory tracking error, the gain matrices \( K_P \) and \( K_D \) have been set \( \text{a priori} \), according to our experience in autopilot design for conventional quadcopters, and have not been tuned. Since \( K_P \) and \( K_D \) characterize the baseline controller, tuning these gains implicitly provides the control system with information about the inertial properties of the platform, the cart, and the rope, which are unknown.

The architecture designed to execute the flight tests discussed in this section is schematically represented by Fig. 3 and is described in the following. A Vicon motion capture system is employed to deduce the UAV’s position at 150 Hz with a precision of \( 10^{-3} \) m. This information is collected by a personal computer, which deduces the vehicle’s velocity by applying Newton’s first-order method. Successively, the aircraft’s position and velocity are transmitted over WiFi signal to an ODroid XU4 single-board computer installed on the UAV. Merging data measured by an ST Micro L3GD20H gyroscope and an ST LSM303D accelerometer, the UAV’s acceleration, angular position, and angular velocity are estimated by the PX4 flight software installed on a Pixhawk autopilot with accuracies of \( \pm 0.05^\circ \), \( \pm 3^\circ/s \), and \( \pm 7^\circ/s^2 \), respectively. The vehicle’s angular position and velocity are then communicated to the single-board computer over a dedicated USB serial line. The single board computer acquires the UAV’s translational position and velocity at approximately 200 Hz and the UAV’s rotational position and velocity at approximately 400 Hz.

Data acquired by the UAV’s single-board computer are employed to integrate either the proposed adaptive law (46) or the adaptive law (47) and compute both the feedback-linearizing control law (18) and the feedback control law (36); the sets of nonlinear differential equations (46) and (47) are integrated employing the Runge–Kutta method [50, Ch. 5]. Finally, the propellers’ desired thrust force and the respective tilt angles are computed by applying either Theorem 4.2 or Theorem 4.3. All calculations are performed by a custom-made numerical code, which is programmed in C++ and executed at approximately 150 Hz by the ODroid XU4 computer.

The desired tilt angles \( \alpha_i(\cdot), i = 1, \ldots, 4 \), are transmitted to Dynamixel AX-12 A servos over dedicated USB serial lines; these motors are characterized by an accuracy of \( 1^\circ \) circa and provide position feedback as precise as \( 0.3^\circ \). It follows from (7) and (11) that the time derivative of the tilt angles is needed to deduce both the propellers’ angular velocities and the time derivative of the moments of inertia. Thus, \( \dot{\alpha}_i(\cdot), i = 1, \ldots, 4 \), is computed by the ODroid computer by differentiating \( \alpha_i(\cdot) \) numerically according to Newton’s first-order method. The propellers’ spin rates \( \Omega_i(\cdot), i = 1, \ldots, 4 \), are deduced from (27), where \( k \) is provided by the manufacturer, and \( \Omega_i(\cdot), i = 1, \ldots, 4 \), which is needed to compute (7), is calculated by integrating \( \dot{\Omega}_i(\cdot) \) employing Euler’s first-order method and setting \( \Omega_i(\theta_0) = 0 \). To actuate the propellers, the desired thrust forces, \( T_i^*(\cdot), i = 1, \ldots, 4 \), are sent via a USB serial line from the ODroid computer to the Pixhawk autopilot, which in turn sends pulsewidth modulation (PWM) signals to each motor.

It is worthwhile to note that the use of inexpensive sensors, the use of first-order forward differentiators to estimate the vehicle’s translational velocity, the transmission of data over WiFi signal, and the lack of synchronization among the multiple measurements, sampling, differentiation, and integration algorithms involved in this architecture introduce several sources of errors that must be compensated by the adaptive laws employed to control the UAV [50, Ch. 3]. Furthermore, the PWM signal is a quadratic function of the thrust force [51], and as common practice in multicopter UAV applications, the Pixhawk autopilot assumes a linear relation deduced by considering the UAV’s hover condition as the operative point. As shown in the following, the large weight of the cart requires the UAV motors to operate close to their saturation limits, which are far from the hover linearization point. This is an additional challenge to the robustness of the adaptive control laws employed in the proposed flight tests.
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B. Flight Tests Results

Fig. 4 shows the quadcopter’s reference trajectory and the actual trajectories obtained applying (46) and (47). Applying the proposed adaptive law (46), the \( L_\infty \)-norm of the position tracking error is 0.361 m, which is 54.30% smaller than the \( L_\infty \)-norm of the position tracking error obtained applying the classical adaptive law (47). Moreover, applying the proposed adaptive law (46), the \( L_2 \)-norm of the position tracking error is 2.75 m, which is 26.07% smaller than the \( L_2 \)-norm of the position tracking error obtained applying (47). Therefore, the proposed adaptive law (46) outperforms the classical adaptive law (47) by producing smaller position tracking error both pointwise and in average over the time.

Fig. 5 shows the pitch angle of the vehicle throughout the test. Applying both (46) and (47), the pitch angle tracking error experiences a sudden increase short after the rope is taut at 10.10 s. The \( L_\infty \) and \( L_2 \)-norms for the proposed law (46) are 6.58° and 15.89°, respectively. These values are 44.27% smaller and 82.73% smaller than the \( L_\infty \)-norm and \( L_2 \)-norm of the pitch angle obtained applying (47), respectively.

Fig. 6 shows the normalized trajectory tracking error applying both (46) and (47). The \( L_\infty \) and the \( L_2 \)-norms of the trajectory tracking error \( e_\ell(t) \) obtained applying the proposed constrained adaptive law (46) are 299.18 and 59.67% smaller than the \( L_\infty \) and the \( L_2 \)-norms of the trajectory tracking error obtained applying the classical adaptive law (47), respectively. Interestingly, the trajectory tracking error induced by the proposed adaptive law (46) is characterized by a higher frequency content than the one induced by (47); this phenomenon may be due to having embedded a barrier Lyapunov function in the control algorithm.

Fig. 7 shows the components of the propellers’ thrust force along the X and Z axes obtained by applying the adaptive laws (46) and (47). Applying (46), the \( L_\infty \)- and \( L_2 \)-norms of the horizontal component of thrust force are 10.76 N and 55.30 N, respectively. These values are respectively 1.02 and 10.48% larger than the \( L_\infty \)-norm and \( L_2 \)-norm of the horizontal component of thrust force obtained applying (47), respectively. Moreover, applying (46), the \( L_\infty \) and \( L_2 \)-norms of the vertical component of thrust force are 16.15 N and 168.00 N, which are respectively 4.90 and 5.93% smaller than the \( L_\infty \)-norm and \( L_2 \)-norm of the vertical component of thrust force obtained applying (47), respectively. At \( t = 10.10 \) s, the rope connecting the quadcopter to the cart is taut and the thrust along the X axis must increase. Although both (47) and (46) are characterized by the same adaptive rates, the thrust force induced by (47) is delayed with respect to the reaction force induced by (46). As shown by Fig. 4, these different reaction times affect the position tracking error along the X axis.

Fig. 8 shows the percentage of the total available thrust required by both MRAC laws, that is, \( \frac{\|T^*(t)\|}{T_{\text{max}}}, t \geq 0 \), where
Fig. 8. Percentage of total available thrust used during both flight tests. The control algorithm based on the $e$-modification of MRAC generally uses more thrust throughout the mission than the control algorithm based on the proposed constrained, robust MRAC law.

Fig. 9. Average tilt angles of the propellers’ spin axes over the course of the flight tests. In both flight tests, the propellers’ spin axes are computed by applying Theorem 4.2.

$T_{\text{max}}$ denotes the maximum available thrust. Applying (46), the $L_{\infty}$-norm of the thrust force is 92.56% and, applying (47), the $L_{\infty}$-norm of the thrust force is 96.68%. These peaks occur at $t = 12.20$ s and $t = 13.85$ s, respectively. Furthermore, Fig. 8 shows how the proposed MRAC requires a stronger horizontal component of the thrust force than the $e$-modification of MRAC and hence, it better exploits the UAV’s thrust vectoring capability. The Pixhawk autopilot employed for these flight experiments underlies a linear relation between PWM and thrust, which is deduced by assuming that the UAV requires 50% of the available thrust to perform its mission. However, both of the control laws require more than 90% of the available thrust, and hence, the realized thrust force may not match the desired thrust, and the robustness of the control laws is challenged.

Fig. 9 shows the average tilt angles of the propellers while implementing both the proposed adaptive law (46) and the robust MRAC law (47), allowing all propellers’ spin axes to tilt independently. While the aircraft hovers and before the rope is taut, that is, for $t \in [0, 10.10]$ s, applying either adaptive law, the average tilt angle oscillates around $0^\circ$ and, as shown by Fig. 5, the UAV’s pitch angle is close to $0^\circ$. As soon as the rope is taut, the propellers’ tilt angles experience a sudden decrease to exert some force along the negative X axis direction and, as shown by Fig. 9, applying the proposed adaptive law the tilt angles vary more rapidly than applying the $e$-modification of MRAC. During the second hover stage, that is, for $t \in [15, 22]$ s, applying the proposed adaptive law, the average tilt angle is smaller than applying the $e$-modification of MRAC. Indeed, as shown by Fig. 4, applying (46), the position tracking error is smaller than the position tracking error obtained applying (47). Furthermore, as shown by Fig. 7, in this stage the proposed adaptive law requires a smaller horizontal component of the thrust force than applying the $e$-modification of MRAC. For $t \geq 22$ s, that is, when the vehicle is no longer tasked with pulling the cart, the average tilt angle oscillates around $0^\circ$.

Lastly, Fig. 10 shows the constraint function $h(e(t), \Delta \Theta(t))$, $t \geq 0$. It is apparent that, applying the proposed robust MRAC law, $he(e(t), \Delta \Theta(t)) > 0$, $t \geq 0$, and hence, the given constraints are never violated. However, applying the $e$-modification of MRAC, $he(e(t), \Delta \Theta(t)) \leq 0$, $t \geq 4.6$ s, and hence, the user-defined constraints on the trajectory tracking error and estimated adaptive gain’s error are violated.

Analyzing the results of these flight tests, we deduce that the proposed adaptive law (46) guarantees higher trajectory tracking performance than the adaptive law (47). Moreover, (46) induces a thrust force, whose maximum amplitude is

<table>
<thead>
<tr>
<th>$|r_A(t) - r_{\text{ref}}(t)|_{L_2}$</th>
<th>$|r_A(t) - r_{\text{ref}}(t)|<em>{L</em>\infty}$</th>
<th>$|\theta(t)|_{L_2}$</th>
<th>$|\theta(t)|<em>{L</em>\infty}$</th>
<th>$|\varepsilon(t)|_{L_2}$</th>
<th>$|\varepsilon(t)|<em>{L</em>\infty}$</th>
<th>$|Px(t)|_{L_2}$</th>
<th>$|Px(t)|<em>{L</em>\infty}$</th>
<th>$|\frac{|T^* - T^*<em>m|</em>{L_2}}{T_{\text{max}} - T_{\text{max}}}$</th>
<th>$|T^*(t)|<em>{L</em>\infty}$</th>
<th>$|T^*(t)|<em>{L</em>\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. (46)</td>
<td>2.73 m</td>
<td>3.46 m</td>
<td>26.07%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq. (47)</td>
<td>0.36 m</td>
<td>0.36 m</td>
<td>54.30%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>2.37 m</td>
<td>3.10 m</td>
<td>28.70%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
smaller than the one induced by (47), and whose average over time is similar to the one induced by (47). The performances of the two adaptive laws employed in these flight tests are summarized by Table I.

VII. CONCLUSION

This article presented a detailed analysis of the equations of motion of a tilt-rotor quadcopters with H-configuration, an innovative control architecture for these vehicles, and a novel robust MRAC law that allows us to enforce a priori user-defined constraints on both the trajectory tracking error and the adaptive gains. The effectiveness of the proposed results and their advantages over classical robust MRAC laws have been highlighted by flight tests. Future research directions involve the implementation of MRAC laws that constrain the control input directly, and not by bounding the adaptive gains. Additional future work directions involve outdoor flight tests, wherein the UAV pulls some cart on a rough terrain.
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