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Abstract

In this paper, we develop a unified framework to find state-feedback control laws that solve two-player zero-sum differential games over the infinite time horizon and guarantee partial-state asymptotic stability of the closed-loop system. Partial-state asymptotic stability is guaranteed by means of a Lyapunov function that is positive definite and decrescent with respect to part of the system state. The existence of a saddle point for the system’s performance measure is guaranteed by the fact that this Lyapunov function satisfies a partial differential equation that corresponds to a steady-state form of the Hamilton–Jacobi–Isaacs equation.

In the second part of this paper, we show how our differential game framework can be applied not only to solve pursuit-evasion and robust optimal control problems, but also to assess the effectiveness of a model reference adaptive control law. Specifically, the model reference adaptive control architecture is designed to guarantee satisfactory trajectory tracking for uncertain nonlinear dynamical systems, whose matched nonlinearities are captured by the regressor vector. By modeling matched and unmatched nonlinearities, which are not captured by the regressor vector, as the pursuer’s and evader’s control inputs in a differential game, we provide an explicit characterization of the system’s uncertainties that do not disrupt the trajectory tracking capabilities of the adaptive controller. Two numerical examples illustrate the applicability of our results.

© 2016 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Differential game theory [21] deals with dynamical systems endowed with multiple control inputs, some of which, usually named evaders, strive to maximize a given performance measure, whereas some others, usually named pursuers, concurrently try to minimize this performance
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measure. Classic applications of differential games range from aerospace engineering [21,33] to marine engineering [37], electrical engineering [14], communication networks [2], and economics [12]. The study of zero-sum differential games over the infinite time interval has received considerably less attention, since it has been mostly explored for linear dynamical systems with quadratic performance measures [41] and to establish connections with the classic $H_\infty$ control theory [7,13,22,29,31]. Differential games on the infinite horizon for nonlinear systems have been explored in [1,34], and in [4–7,23,32] within the context of the disturbance rejection problem; however, connections between the feedback stabilization problem and differential games involving nonlinear dynamical systems with nonlinear–nonquadratic performance measures have not been explored before.

Partial-state stabilization, that is, the problem of stabilizing a dynamical system with respect to a subset of the system state variables, arises in many engineering applications [30,36]. For example, in the control of rotating machinery with mass imbalance, spin stabilization about a nonprincipal axis of inertia requires motion stabilization with respect to a subspace instead of the origin [30]. In general, the need to consider partial stability arises in control problems involving equilibrium coordinates as well as a manifold of coordinates that is closed but not compact.

In this paper, we address a form of the differential game problem, which has not been considered before. Specifically, consider a two-player zero-sum differential game problem involving nonlinear dynamical systems with nonlinear–nonquadratic performance measures over the infinite time horizon. We provide sufficient conditions for the pursuer's and evader's state-feedback control laws to guarantee both partial-state asymptotic stability of the closed-loop dynamical system and the existence of a saddle point for the system's performance measure. Remarkably, if the end-of-game condition is given by the convergence to an equilibrium point of the trajectory of a subset of the system state variables, then closed-loop partial-state asymptotic stability is a key feature to guarantee that this condition is permanently enforced.

The framework presented in this paper is also suitable to address problems, in which the differential game ends when part of the system state trajectory enters a given neighborhood of an equilibrium point within some time interval that is finite and not assigned a priori. Possible applications for this framework concern, but are not limited to, games of degree [21, p. 12] such as the game of two cars [21, pp. 237–244], whereby the pursuer's goal is to reach some neighborhood of the evader irrespectively of the angle between the agents' velocity vectors.

The underlying idea of this paper is that if there exists a Lyapunov function that is positive definite and decrescent with respect to part of the system state, and satisfies a partial differential equation corresponding to a steady-state form of the Hamilton–Jacobi–Isaacs equation for the controlled system, then there exist pursuer's and evader's state feedback control policies that guarantee both partial-state asymptotic stability of the closed-loop dynamical system and the existence of a saddle point for the system's performance measure. In this case, we provide an explicit closed-form expression for the performance measure evaluated at the saddle point and characterize the optimal evader's and pursuer's control policies. No collaboration between the pursuer and the evader is assumed in this paper to achieve closed-loop partial-state asymptotic stability. Indeed, the pursuer's control policy is designed to guarantee closed-loop stability with respect to a class of evader's admissible controls, some of which may lead to system instability if applied in conjunction with other pursuer's admissible controls.

The optimal control problem for several forms of closed-loop stability has been addressed in [8,17,26,27]. In these works, the main idea is that a solution of the Hamilton–Jacobi–Bellman equation can serve as a Lyapunov function to prove close-loop asymptotic stability [8], partial-state stability [26], partial-state finite-time stability [17], and semistability [27].
The Hamilton–Jacobi–Isaacs equation involves the minimization with respect to the pursuer and maximization with respect to the evader of the Hamiltonian function, whereas the Hamilton–Jacobi–Bellman equation involves the minimization of the Hamiltonian function with respect to a control input. Consequently, results in [8,17,26] can be derived from those presented herein. Since limit sets of partial-state stable dynamical systems are not invariant [15, Chapter 4], the notion of partial-state semistability does not exist, and our differential game framework cannot be specialized to resume results in [27].

The results proven in [8,17,26,27] are not suitable to design optimal feedback controls, which are robust to external disturbances, parameter uncertainties, and unmodeled dynamics. Conversely, one of the key contributions of this paper is the following. Regarding the evader's control policy as an exogenous disturbance, we extend our game-theoretic framework to provide sufficient conditions to solve the robust optimal control problem for nonlinear dynamical systems with nonlinear–nonquadratic performance measures. Similar results were achieved in [16] using a dissipativity-based approach and considering classic, but not partial-state, asymptotic stability.

In the second part of this paper, we present an application of differential game theory that has not been considered before. Specifically, we apply our differential game framework to assess the effectiveness of a model reference adaptive control law in the presence of unmodeled nonlinearities. The model reference adaptive control technique requires parametrizing matched nonlinearities in the system state by means of a vector function, known as regressor. Since a judicious choice of the regressor vector sensibly improves the controller's performance, the problem of designing regressor vectors has drawn considerable attention, and has been examined for several dynamical systems, such as robotic manipulators [9,39], infinite-impulse response (IIR) systems [3,24], and unmanned vehicles [11,35], to mention a few. Finding adequate regressor vectors is so critical, that several regressor-free adaptive control schemes have been developed as well [18,40].

The regressor vector is a finite-dimensional basis for the infinite-dimensional space of nonlinearities and hence it follows from Baire's category theorem [25, Th. 4–7.2] that it can only approximate the system nonlinearities [11]. In this paper, we consider a nonlinear dynamical system controlled by a model reference adaptive control law, and model matched and unmatched nonlinearities, which are not captured by the regressor vector, as the pursuer's and the evader's control inputs in a differential game. Then, we apply our differential game approach to explicitly parametrize matched and unmatched nonlinearities that do not disrupt the adaptive controller's ability to guarantee satisfactory trajectory tracking.

A relevant application of partial stability and partial stabilization theory is the unification it provides between time-invariant stability theory and stability theory for time-varying systems [10,15]. Results presented in this paper can be easily extended to differential games over the infinite time horizon, which involve time-varying dynamical systems with nonlinear–nonquadratic, time-varying performance measures. Moreover, our partial-state stabilization framework provides clear connections with the $H_{\infty}$ control theory for time-varying dynamical systems [19]. Since the differential game problem over the infinite time horizon for time-varying systems is a straightforward specialization of the problem discussed in this paper, these results are omitted.

2. Notation, definitions, and mathematical preliminaries

In this section, we establish notation, definitions, and review some basic results. Let $\mathbb{R}$ denote the set of real numbers, $\mathbb{R}^n$ denote the set of $n \times 1$ real column vectors, and $\mathbb{R}^{n \times m}$ denote the set
of $n \times m$ real matrices. We write $\| \cdot \|$ for the Euclidean vector norm, $V'(x) \triangleq \frac{\partial V(x)}{\partial x}$ for the Fréchet derivative of $V$ at $x$, $I_n$ or $I$ for the $n \times n$ identity matrix, $0_{n \times m}$ or $0$ for the zero $n \times m$ matrix, and $A^T$ for the transpose of the matrix $A$.

Given $f : X \times Y \to \mathbb{R}$, where $X \subseteq \mathbb{R}^{m_1}$ and $Y \subseteq \mathbb{R}^{m_2}$, we define

$$\text{arg minmax } f(x, y) \triangleq \left\{ (x^*, y^*) \in (X, Y) : f(x^*, y^*) \leq f(x, y), \ \forall x \in X, \ \text{and} \right. \nonumber$$

$$f(x^*, y^*) \geq f(x, y), \ \forall y \in Y \right\} \nonumber$$

and

$$\text{minmax } f(x, y) \triangleq f(x^*, y^*), \quad (x^*, y^*) \in \text{arg minmax } f(x, y). \quad (1) \nonumber$$

If $(x^*, y^*) \in \text{arg minmax}_{(x,y)} \in (X,Y) f(x,y)$, then we say that $(x^*, y^*)$ is a saddle point for $f(\cdot, \cdot)$ on $X \times Y$. The next result states a key property of saddle points.

**Lemma 2.1** ([5]). Consider $f : X \times Y \to \mathbb{R}$, where $X \subseteq \mathbb{R}^{m_1}$ and $Y \subseteq \mathbb{R}^{m_2}$, and let $(x^*, y^*) \in \text{arg minmax}_{(x,y)} \in (X,Y) f(x,y)$. Then,

$$\min_{x \in X} \max_{y \in Y} f(x, y) = \max_{y \in Y} \min_{x \in X} f(x, y), \quad (x, y) \in X \times Y. \quad (2) \nonumber$$

In this paper, we consider nonlinear autonomous dynamical systems of the form

$$\dot{x}_1(t) = f_1(x_1(t), x_2(t)), \quad x_1(0) = x_{10}, \quad t \geq 0, \quad (3) \nonumber$$

$$\dot{x}_2(t) = f_2(x_1(t), x_2(t)), \quad x_2(0) = x_{20}, \quad (4) \nonumber$$

where, for every $t \geq 0$, $x_1(t) \in \mathcal{D} \subseteq \mathbb{R}^{n_1}$ and $x_2(t) \in \mathbb{R}^{n_2}$, $\mathcal{D}$ is an open set with $0 \in \mathcal{D}$, $f_1 : \mathcal{D} \times \mathbb{R}^{n_2} \to \mathbb{R}^{n_1}$ is such that, for every $x_2 \in \mathbb{R}^{n_2}$, $f_1(0, x_2) = 0$ and $f_1(\cdot, x_2)$ is locally Lipschitz continuous in $x_1$, and $f_2 : \mathcal{D} \times \mathbb{R}^{n_2} \to \mathbb{R}^{n_2}$ is such that, for every $x_1 \in \mathcal{D}$, $f_2(x_1, \cdot)$ is locally Lipschitz continuous in $x_2$.

**Definition 2.1** ([15, Def. 4.1]). (i) The nonlinear dynamical system $\mathcal{G}$ given by Eqs. (3) and (4) is Lyapunov stable with respect to $x_1$ uniformly in $x_{20}$ if, for every $\epsilon > 0$, there exists $\delta = \delta(\epsilon) > 0$ such that $\| x_{10} \| \leq \delta$ implies that $\| x_1(t) \| < \epsilon$ for all $t \geq 0$ and for all $x_{20} \in \mathbb{R}^{n_2}$.

(ii) $\mathcal{G}$ is asymptotically stable with respect to $x_1$ uniformly in $x_{20}$ if $\mathcal{G}$ is Lyapunov stable with respect to $x_1$ uniformly in $x_{20}$ and there exists $\delta > 0$ such that $\| x_{10} \| < \delta$ implies that $\lim_{t \to \infty} x_1(t) = 0$ uniformly in $x_{10}$ and $x_{20}$ for all $x_{20} \in \mathbb{R}^{n_2}$.

(iii) $\mathcal{G}$ is globally asymptotically stable with respect to $x_1$ uniformly in $x_{20}$ if $\mathcal{G}$ is Lyapunov stable with respect to $x_1$ uniformly in $x_{20}$ and $\lim_{t \to \infty} x_1(t) = 0$ uniformly in $x_{10}$ and $x_{20}$ for all $x_{10} \in \mathbb{R}^{n_1}$ and $x_{20} \in \mathbb{R}^{n_2}$.

Next, we provide sufficient conditions for partial stability of the nonlinear dynamical system given by Eqs. (3) and (4). For the statement of the following result, let $f(x_1, x_2) \triangleq [f_1^T(x_1, x_2), f_2^T(x_1, x_2)]^T$. 
Theorem 2.1 ([15, Th. 4.1]). Consider the nonlinear dynamical system (3) and (4). Then the following statements hold:

(i) If there exist a continuously differentiable function \( V : \mathcal{D} \times \mathbb{R}^{n_2} \to \mathbb{R} \) and class \( \mathcal{K} \) functions \( \alpha(\cdot), \beta(\cdot), \) and \( \theta(\cdot) \) such that

\[
\alpha(\|x_1\|) \leq V(x_1, x_2) \leq \beta(\|x_1\|), \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2},
\]

then the nonlinear dynamical system given by Eqs. (3) and (4) is asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \).

(ii) If there exist a continuously differentiable function \( V : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R} \), a class \( \mathcal{K} \) function \( \theta(\cdot) \), and class \( \mathcal{K}_\infty \) functions \( \alpha(\cdot) \) and \( \beta(\cdot) \) satisfying Eqs. (5) and (6), then the nonlinear dynamical system given by Eqs. (3) and (4) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \).

In the following, we recall a result that provides connections between Lyapunov functions and nonquadratic cost evaluation. Specifically, we consider the problem of evaluating a nonlinear–nonquadratic performance measure that depends on the solution of the nonlinear dynamical system given by Eqs. (3) and (4). In particular, consider the nonlinear–nonquadratic performance measure

\[
J(x_{10}, x_{20}) \triangleq \int_0^\infty L(x_1(t), x_2(t))dt,
\]

where \( L : \mathcal{D} \times \mathbb{R}^{n_2} \to \mathbb{R} \) is jointly continuous in \( x_1 \) and \( x_2 \), and \( x_1(t) \) and \( x_2(t) \), \( t \geq 0 \), satisfy Eqs. (3) and (4). If there exists a Lyapunov function that is positive definite and decrescent with respect to \( x_1 \) and proves asymptotic stability of Eqs. (3) and (4) with respect to \( x_1 \) uniformly in \( x_{20} \), then the next theorem shows that (7) can be evaluated so long as Eqs. (3) and (4) are related to this Lyapunov function.

Theorem 2.2 ([26]). Consider the nonlinear dynamical system \( \mathcal{G} \) given by Eqs. (3) and (4) with performance measure (7). Assume that there exists a continuously differentiable function \( V : \mathcal{D} \times \mathbb{R}^{n_2} \to \mathbb{R} \) and class \( \mathcal{K} \) functions \( \alpha(\cdot), \beta(\cdot), \) and \( \theta(\cdot) \) such that

\[
\alpha(\|x_1\|) \leq V(x_1, x_2) \leq \beta(\|x_1\|), \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2},
\]

\[
V'(x_1, x_2)f(x_1, x_2) \leq -\theta(\|x_1\|), \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2},
\]

\[
L(x_1, x_2) + V'(x_1, x_2)f(x_1, x_2) = 0, \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2}.
\]

Then the nonlinear dynamical system \( \mathcal{G} \) is asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \) and there exists a neighborhood \( \mathcal{D}_0 \subseteq \mathcal{D} \) of \( x_1 = 0 \) such that, for all \( (x_{10}, x_{20}) \in \mathcal{D}_0 \times \mathbb{R}^{n_2} \),

\[
J(x_{10}, x_{20}) = V(x_{10}, x_{20}).
\]

Finally, if \( \mathcal{D} = \mathbb{R}^{n_1} \) and the functions \( \alpha(\cdot) \) and \( \beta(\cdot) \) satisfying Eq. (8) are class \( \mathcal{K}_\infty \), then \( \mathcal{G} \) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \).

In this paper, we consider controlled nonlinear dynamical systems of the form

\[
\dot{x}_1(t) = F_1(x_1(t), x_2(t), u(t), w(t)), \quad x_1(0) = x_{10}, \quad t \geq 0,
\]
\[ \dot{x}_2(t) = F_2(x_1(t), x_2(t), u(t), w(t)), \quad x_2(0) = x_{20}, \]  

where, for every \( t \geq 0 \), \( x_1(t) \in D \subseteq \mathbb{R}^{n_1}, D \) is an open set with \( 0 \in D, x_2(t) \in \mathbb{R}^{n_2}, u(t) \in U \subseteq \mathbb{R}^{m_1} \) with \( 0 \in U, w(t) \in W \subseteq \mathbb{R}^{m_2} \) with \( 0 \in W, F_1 : D \times \mathbb{R}^{n_1} \times U \times W \rightarrow \mathbb{R}^{n_1} \) and \( F_2 : D \times \mathbb{R}^{n_2} \times U \times W \rightarrow \mathbb{R}^{n_2} \) are locally Lipschitz continuous in \( x_1, x_2, u, \) and \( w, \) and \( F_1(0, x_2, 0, 0) = 0 \) for every \( x_2 \in \mathbb{R}^{n_2}. \) The controls \( u(\cdot) \) and \( w(\cdot) \) in Eqs. (12) and (13) are restricted to the class of admissible controls consisting of continuous functions \( u(\cdot) \) and \( w(\cdot) \) such that \( u(t) \in U, t \geq 0, \) and \( w(t) \in W, \) respectively.

Continuous functions \( \phi : D \times \mathbb{R}^{n_2} \rightarrow U \) and \( \psi : D \times \mathbb{R}^{n_2} \rightarrow W \) satisfying \( \phi(0, x_2) = 0, x_2 \in \mathbb{R}^{n_2}, \) and \( \psi(0, x_2) = 0 \) are called control laws. If \( u(t) = \phi(x_1(t), x_2(t)), t \geq 0, \) and \( w(t) = \psi(x_1(t), x_2(t)) \), where \( \phi(\cdot, \cdot) \) and \( \psi(\cdot, \cdot) \) are control laws and \( x_1(t) \) and \( x_2(t) \) satisfy Eqs. (12) and (13), respectively, then we call \( u(\cdot) \) and \( w(\cdot) \) feedback control laws. Given control laws \( \phi(\cdot, \cdot) \) and \( \psi(\cdot, \cdot) \), and feedback control laws \( u(t) = \phi(x_1(t), x_2(t)), t \geq 0, \) and \( w(t) = \psi(x_1(t), x_2(t)) \), the closed-loop system (12) and (13) is given by

\[ \begin{align*}
\dot{x}_1(t) &= F_1(x_1(t), x_2(t), \phi(x_1(t), x_2(t)), \psi(x_1(t), x_2(t))), \quad x_1(0) = x_{10}, \quad t \geq 0, \\
\dot{x}_2(t) &= F_2(x_1(t), x_2(t), \phi(x_1(t), x_2(t)), \psi(x_1(t), x_2(t))), \quad x_2(0) = x_{20}.
\end{align*} \]

Next, we introduce the notion of partial-state asymptotically stabilizing feedback control laws. To this goal, consider the controlled nonlinear dynamical system (12) and (13) and define the set of regulation controllers

\[ S(x_{10}, x_{20}) \triangleq \{ (u(\cdot), w(\cdot)) : u(\cdot) \text{ and } w(\cdot) \text{ are admissible and } x_1(\cdot) \text{ given by Eq. (12)} \text{ satisfies } x_1(t) \rightarrow 0 \text{ as } t \rightarrow \infty \}. \]

In addition, given the control law \( \psi(\cdot, \cdot) \), let

\[ S_{\psi}(x_{10}, x_{20}) \triangleq \{ u(\cdot) : (u(\cdot), \psi(x_1(\cdot), x_2(\cdot))) \in S(x_{10}, x_{20}) \} \]

and given the control law \( \phi(\cdot, \cdot) \), let

\[ S_{\phi}(x_{10}, x_{20}) \triangleq \{ w(\cdot) : (\phi(x_1(\cdot), x_2(\cdot)), w(\cdot)) \in S(x_{10}, x_{20}) \}. \]

**Definition 2.2.** Consider the controlled dynamical system given by Eqs. (12) and (13). The feedback control law \( u(\cdot) = \phi(x_1(\cdot), x_2(\cdot)) \) is asymptotically stabilizing with respect to \( x_1 \) uniformly in \( x_{20} \) if the closed-loop system (14) and (15) is asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \) for all admissible controls \( w(\cdot) \in S_{\phi}(x_{10}, x_{20}) \). Furthermore, the feedback control law \( u(\cdot) = \phi(x_1(\cdot), x_2(\cdot)) \) is globally asymptotically stabilizing with respect to \( x_1 \) uniformly in \( x_{20} \) if the closed-loop system (14) and (15) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \) for all admissible controls \( w(\cdot) \in S_{\phi}(x_{10}, x_{20}) \).

### 3. Lyapunov functions and differential games

In this section, we characterize partial-state asymptotically stabilizing feedback control laws that solve differential games involving nonlinear dynamical systems over the infinite time horizon. Specifically, we characterize the pursuer's and evader's feedback control laws, which guarantee both partial-state asymptotic stability of Eqs. (12) and (13) and the existence of a saddle point for a nonlinear–nonquadratic performance measure. For the statement of the next
Theorem 3.1. Consider the controlled nonlinear dynamical system (12) and (13) with

\[ J(x_{10}, x_{20}, u(\cdot), w(\cdot)) \triangleq \int_0^\infty L(x_1(t), x_2(t), u(t), w(t))dt, \] 

(16)

where \( u(\cdot) \) and \( w(\cdot) \) are admissible controls. Assume that there exist a continuously differentiable function \( V : \mathcal{D} \times \mathbb{R}^{n_2} \rightarrow \mathbb{R} \), class \( \mathcal{K} \) functions \( \alpha(\cdot) \), \( \beta(\cdot) \), and \( \theta(\cdot) \), and control laws \( \phi : \mathcal{D} \times \mathbb{R}^{n_2} \rightarrow U \) and \( \psi : \mathcal{D} \times \mathbb{R}^{n_2} \rightarrow W \), such that

\[ \alpha(\|x_1\|) \leq V(x_1, x_2) \leq \beta(\|x_1\|), \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2}, \] 

(17)

\[ V'(x_1, x_2)F(x_1, x_2, \phi(x_1, x_2), \psi(x_1, x_2)) \leq -\theta(\|x_1\|), \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2}, \] 

(18)

\[ \phi(0, x_2) = 0, \quad x_2 \in \mathbb{R}^{n_2}, \] 

(19)

\[ \psi(0, x_2) = 0, \quad x_2 \in \mathbb{R}^{n_2}, \] 

(20)

\[ L(x_1, x_2, \phi(x_1, x_2), \psi(x_1, x_2)) + V'(x_1, x_2)F(x_1, x_2, \phi(x_1, x_2), \psi(x_1, x_2)) = 0, \quad (x_1, x_2) \in \mathcal{D} \times \mathbb{R}^{n_2}, \] 

(21)

\[ L(x_1, x_2, u, \psi(x_1, x_2)) + V'(x_1, x_2)F(x_1, x_2, u, \psi(x_1, x_2)) \geq 0, \quad (x_1, x_2, u) \in \mathcal{D} \times \mathbb{R}^{n_2} \times U, \] 

(22)

\[ L(x_1, x_2, \phi(x_1, x_2), w) + V'(x_1, x_2)F(x_1, x_2, \phi(x_1, x_2), w) \leq 0, \quad (x_1, x_2, w) \in \mathcal{D} \times \mathbb{R}^{n_2} \times W. \] 

(23)

Then with the feedback controls \( u = \phi(x_1, x_2) \) and \( w = \psi(x_1, x_2) \), the closed-loop system given by Eqs. (14) and (15) is asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \) and there exists a neighborhood \( \mathcal{D}_0 \subseteq \mathcal{D} \) of \( x_1 = 0 \) such that

\[ J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), \psi(x_1(\cdot), x_2(\cdot))) = V(x_{10}, x_{20}), \quad (x_{10}, x_{20}) \in \mathcal{D}_0 \times \mathbb{R}^{n_2}. \] 

(24)

In addition, if \( (x_{10}, x_{20}) \in \mathcal{D}_0 \times \mathbb{R}^{n_2} \), then

\[ J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), \psi(x_1(\cdot), x_2(\cdot))) = \min_{(u(\cdot), w(\cdot)) \in S_\phi(x_{10}, x_{20}) \times S_\psi(x_{10}, x_{20})} J(x_{10}, x_{20}, u(\cdot), w(\cdot)) \] 

(25)

and

\[ J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), w(\cdot)) \leq V(x_{10}, x_{20}), \quad w(\cdot) \in S_\phi(x_{10}, x_{20}). \] 

(26)

Finally, if \( \mathcal{D} = \mathbb{R}^{n_1}, U = \mathbb{R}^{n_1}, W = \mathbb{R}^{m_2}, \) and the functions \( \alpha(\cdot) \) and \( \beta(\cdot) \) satisfying Eq. (17) are class \( \mathcal{K}_\infty \), then the closed-loop system (14) and (15) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_{20} \).

Theorem 3.1, whose proof is presented in the Appendix, provides sufficient conditions to solve differential games that involve nonlinear controlled dynamical systems of the form (12) and (13) with performance measure (16), and are concluded if \( x_1(t) \rightarrow 0 \) as \( t \rightarrow \infty \). Specifically, Eq. (21) is the steady-state, Hamilton–Jacobi–Isaacs equation and Eqs. (21)–(23) guarantee that the saddle point condition (25) is verified. Given the control laws \( \phi(\cdot, \cdot) \) and \( \psi(\cdot, \cdot) \), it holds that \( S_\phi(x_{10}, x_{20}) \times S_\psi(x_{10}, x_{20}) \subseteq S(x_{10}, x_{20}) \), and restricting our minimization problem to \( (u(\cdot), w(\cdot)) \in S(x_{10}, x_{20}) \), that is, inputs corresponding to partial-state null convergent solutions,
can be interpreted as incorporating a system detectability condition through the cost. However, it is important to note that an explicit characterization of $S(x_{10}, x_{20})$, $S_{\psi}(x_{10}, x_{20})$, and $S_{\phi}(x_{10}, x_{20})$ is not required.

The feedback control laws $u = \phi(x_1, x_2)$ and $w = \psi(x_1, x_2)$ are independent of the initial conditions $x_{10}$ and $x_{20}$ and, using Eqs. (21)–(23), are such that

$$
\begin{bmatrix}
\phi^T(x_1, x_2), \psi^T(x_1, x_2)
\end{bmatrix}^T \in \arg \min_{(u(\cdot), w(\cdot)) \in S_{\phi}(x_{10}, x_{20}) \times S_{\psi}(x_{10}, x_{20})} [L(x_1, x_2, u, w) + V(x_1, x_2)F(x_1, x_2, u, w)].
$$

(27)

It follows from Theorem 3.1 that the pair of control laws $(\phi(\cdot, \cdot), \psi(\cdot, \cdot))$ guarantees asymptotic stability with respect to $x_1$ uniformly in $x_{20}$ of the closed-loop system. However, the state feedback control law $\psi(\cdot, \cdot)$ may be destabilizing in the sense that, given an admissible control $u(\cdot) \notin S_{\phi}(x_{10}, x_{20})$, the solution $x_1(t) = 0$, $t \geq 0$, of

$$
\begin{align*}
\dot{x}_1(t) &= F_1(x_1(t), x_2(t), u(t), \psi(x_1(t), x_2(t))), \quad x_1(0) = x_{10}, \quad t \geq 0, \\
\dot{x}_2(t) &= F_2(x_1(t), x_2(t), u(t), \psi(x_1(t), x_2(t))), \quad x_2(0) = x_{20},
\end{align*}
$$

(28)

is not asymptotically stable with respect to $x_1$ uniformly in $x_{20}$ or may even be unstable.

If we consider the input $w(\cdot)$ in Eqs. (12) and (13) as a disturbance, then the framework developed in Theorem 3.1 provides an analytical expression for the least upper bound attained with respect to $u(\cdot)$ of the performance measure (16) over the class of disturbances $S_{\phi}(x_{10}, x_{20})$. Specifically, it follows from Eqs. (24)–(26) that

$$
J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), w(\cdot)) \leq J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), \psi(x_1(\cdot), x_2(\cdot))))
$$

$$
= V(x_{10}, x_{20}), \quad (x_{10}, x_{20}) \in D_0 \times \mathbb{R}^{n_2},
$$

(29)

for all admissible inputs $w(\cdot)$ such that $\lim_{t \to \infty} x_1(t) = 0$, where $x_1(\cdot)$ is the solution of Eq. (12) with $u = \phi(x_1, x_2)$.

Possible applications of Theorem 3.1 involve pursuer–evader differential games, such as the game of two cars [21, pp. 237–244]. Specifically, if the game of two cars evolves on a plane, then the system dynamics is characterized by a state vector comprised of three components. Two components of the state vector identify the position of the pursuer with respect to the evader, whereas the third component corresponds to the angle between the pursuer velocity vector and the evader velocity vector. If we impose that the game terminates when the pursuer reaches the evader, then this end-of-game condition involves only two of the three state vector components and is irrespective of the angle between the pursuer’s velocity vector and the evader’s velocity vector. Therefore, Theorem 3.1 is adequate to solve this game of degree [21, p. 12]. The following remark introduces additional applications of Theorem 3.1.

Remark 3.1. If the conditions of Theorem 3.1 are satisfied, then the closed-loop dynamical system (14) and (15) is asymptotically stable with respect to $x_1$ uniformly in $x_{20}$. Hence, for every $l > 0$, there exists $t_r \geq 0$ such that if $t > t_r$, then $\|x_1(t)\| < l$, where $x_1(\cdot)$ denotes the solution of Eq. (14). Now, consider a game involving the nonlinear dynamical system (12) and (13) and the performance measure (16), whose terminal condition is given by $\|x_1(t_f)\| = l$ for some $t_f \geq 0$ that is finite and not specified a priori. Then Theorem 3.1 provides sufficient conditions to find state-feedback control laws that solve this differential game.

The implications of this remark on the range of possible applications of Theorem 3.1 can be better appreciated considering again the game of two cars. If we impose that this game terminates
when the pursuer is at a distance \( l > 0 \) from the evader at some finite time \( t_f \geq 0 \) that is not predetermined, then also this end-of-game condition involves only two of the three components of the state vector. Hence, it follows from Remark 3.1 that Theorem 3.1 is adequate to solve this version of the game of two cars.

**Remark 3.2.** Setting \( m_1 = m \) and \( m_2 = 0 \), Eqs. (12) and (13) reduce to
\[
\begin{align*}
\dot{x}_1(t) &= F_1(x_1(t), x_2(t), u(t)), \quad x_1(0) = x_{10}, \quad t \geq 0, \\
\dot{x}_2(t) &= F_2(x_1(t), x_2(t), u(t)), \quad x_2(0) = x_{20},
\end{align*}
\]
and the conditions of Theorem 3.1 reduce to the conditions of Theorem 3.2 of [26] characterizing the optimal control problem for partial-state stabilization. Furthermore, setting \( n_2 = 0, m_1 = m, \) and \( m_2 = 0 \), the nonlinear controlled dynamical system given by Eqs. (12) and (13) reduces to
\[
\dot{x}(t) = F(x(t), u(t)), \quad x(0) = x_0, \quad t \geq 0.
\]
In this case, the conditions of Theorem 3.1 reduce to the conditions of Theorem 3.1 of [8] characterizing the classical optimal control problem for time-invariant systems on the infinite time interval.

### 4. Spin stabilization of a spacecraft with input disturbance

In this section, we provide a numerical example to highlight the theoretical framework developed in Section 3. Consider the equations of motion of a spacecraft given by [38]
\[
\begin{align*}
\dot{\omega}_1(t) &= I_{23} \omega_2(t) \omega_3(t) + u(t), \quad \omega_1(0) = \omega_{10}, \quad t \geq 0, \\
\dot{\omega}_2(t) &= I_{31} \omega_1(t) \omega_3(t) + w(t), \quad \omega_2(0) = \omega_{20}, \\
\dot{\omega}_3(t) &= I_{12} \omega_1(t) \omega_2(t), \quad \omega_3(0) = \omega_{30},
\end{align*}
\]
where \( I_{23} \triangleq (I_2 - I_3)/I_1, \quad I_{31} \triangleq (I_3 - I_1)/I_2, \quad I_{12} \triangleq (I_1 - I_2)/I_3, \quad I_1, \quad I_2, \) and \( I_3 \) are the principal moments of inertia of the spacecraft such that \( 0 < I_1 < I_2 < I_3, \) \([\omega_1, \omega_2, \omega_3]^T : [0, \infty) \rightarrow \mathbb{R}^3 \) denote the angular velocity vector with respect to a given inertial reference frame expressed in a central body reference frame, and \( u : [0, \infty) \rightarrow \mathbb{R} \) and \( w : [0, \infty) \rightarrow \mathbb{R} \) are the spacecraft control moments. For this example, we seek state feedback controllers \( u = \phi(x_1, x_2) \) and \( w = \psi(x_1, x_2) \), where \( x_1 = [\omega_1, \omega_2]^T \) and \( x_2 = \omega_3, \) such that the performance measure
\[
J(x_{10}, x_{20}, u(\cdot), w(\cdot)) = \int_0^\infty \left[ I_{31} \omega_1^2(t) - I_{23} \omega_2^2(t) + 4I_{23} \omega_2(t)w(t) + u^2(t) - w^2(t) \right] dt,
\]
where \( x_{10} = [\omega_{10}, \omega_{20}]^T \) and \( x_{20} = \omega_{30}, \) satisfies Eq. (25) and the affine dynamical system given by Eqs. (32)–(34) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_2. \) Since thrusters are usually aligned to the spacecraft principal axes of inertia, \( \int_0^\infty u^2(t)dt \) and \( \int_0^\infty w^2(t)dt \) capture the control effort, and hence the fuel consumption, for the thrusters aligned with the first and the second principal axis of inertia, respectively. Thus, minimizing with respect to \( u \) and maximizing with respect to \( w \) the term \( \int_0^\infty \left[ u^2(t) - w^2(t) \right] dt \) in Eq. (35) implies minimizing the difference in the fuel consumption between the thrusters aligned with the first and the second inertia axes. The term \( \int_0^\infty \left[ I_{31} \omega_1^2(t) - I_{23} \omega_2^2(t) \right] dt \) in Eq. (35) captures the difference in kinetic energy due to the angular velocities \( \omega_1(\cdot) \) and \( \omega_2(\cdot). \)
Note that Eqs. (32)–(34) with performance measure (35) is in the form of Eqs. (12) and (13) with performance measure (16). In this case, Theorem 3.1 can be applied with $n_1 = 2$, $n_2 = 1$, $m_1 = 1$, $m_2 = 1$, $F(x_1, x_2, u, w) = f(x_1, x_2) + G_u(x_1, x_2)u + G_w(x_1, x_2)$, $f(x_1, x_2) = [I_{23} \omega_3 \omega_1, I_{12} \omega_3 \omega_1]^T$, $G_u(x_1, x_2) = [1, 0, 0]^T$, and $G_w(x_1, x_2) = [0, 1, 0]^T$ to characterize the partial-state asymptotically stabilizing controllers.

It follows from Eq. (27) and Lemma 2.1 that

$$\left[ \phi^T(x_1, x_2), \psi^T(x_1, x_2) \right]^T \in \arg \min_{u(\cdot) \in S_\phi(x_{10}, x_{20}), \psi(\cdot) \in S_\phi(x_{10}, x_{20})} \arg \max_{u(\cdot) \in S_\phi(x_{10}, x_{20}), \psi(\cdot) \in S_\phi(x_{10}, x_{20})} H(x_1, x_2, V(x_1, x_2), u, w)$$

$$= \arg \max_{u(\cdot) \in S_\phi(x_{10}, x_{20}), \psi(\cdot) \in S_\phi(x_{10}, x_{20})} H(x_1, x_2, V(x_1, x_2), u, w), \quad (36)$$

where

$$H(x_1, x_2, \lambda^T, u, w) \triangleq L(x_1, x_2, u, w) + \lambda^T \left[ f(x_1, x_2) + G_u(x_1, x_2)u + G_w(x_1, x_2)w, \right],$$

and $L(x_1, x_2, u, w) = I_{31} \omega_1^2 - I_{23} \omega_2^2 + 4I_{23} \omega_2 w + u^2 - w^2$. Thus, the feedback control laws

$$\phi(x_1, x_2) = -\frac{1}{2} \left[ G_u^T(x_1, x_2) V^T(x_1, x_2) \right], \quad (37)$$

$$\psi(x_1, x_2) = \frac{1}{2} \left[ G_w^T(x_1, x_2) V^T(x_1, x_2) + 4I_{23} \omega_2 \right], \quad (38)$$

follow from Eq. (36) by setting

$$\frac{\partial}{\partial [u^T, w^T]} \left[ L(x_1, x_2, u, w) + V'(x_1, x_2)f(x_1, x_2) + V'(x_1, x_2)G_u(x_1, x_2)u + V'(x_1, x_2)G_w(x_1, x_2)w \right] = 0. \quad (39)$$

Next, we verify that the conditions of Theorem 3.1 are satisfied. Specifically, Eq. (21) with $\phi(x_1, x_2)$ and $\psi(x_1, x_2)$ given by Eqs. (37) and (38), respectively, reduces to

$$0 = x_1^T \begin{bmatrix} I_{31} & 0 \\ 0 & -I_{23} \end{bmatrix} x_1 + V'(x_1, x_2)f(x_1, x_2) - \frac{1}{4} \left[ V'(x_1, x_2)G_u(x_1, x_2) \right]^2 + \frac{1}{4} \left[ V'(x_1, x_2)G_w(x_1, x_2) + 4I_{23} \omega_2 \right]^2, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \quad \text{ (40)}$$

which is verified by

$$V'(x_1, x_2) = x_1^T \begin{bmatrix} I_{31} & 0 \\ 0 & -I_{23} \end{bmatrix} x_1, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}. \quad \text{ (41)}$$

Hence, Eq. (17) holds with $\alpha(\|x_1\|) = \alpha \|x_1\|$ and $\beta(\|x_1\|) = \beta \|x_1\|$, where $\alpha = \min \{I_{31}, -I_{23} \}$ and $\beta = \max \{I_{31}, -I_{23} \}$. In addition, Eqs. (19) and (20) are trivially satisfied, and since

$$V'(x_1, x_2)f(x_1, x_2) - \frac{1}{4} V'(x_1, x_2)G_u(x_1, x_2)R_{2w}^{-1} x_2 \left[ I_{23} \omega_1 \right] = 0,$$

$$V'(x_1, x_2)G_u(x_1, x_2)G_u(x_1, x_2) - G_w(x_1, x_2)G_w(x_1, x_2) = 0,$$

condition (18) is satisfied with $\theta \|x_1\| = 2\alpha^2 \|x_1\|$. Lastly, it holds that

$$L'(x_1, x_2, u, \psi(x_1, x_2)) + V'(x_1, x_2)[f(x_1, x_2) + G_u(x_1, x_2)u + G_w(x_1, x_2)\psi(x_1, x_2)]$$

$$= L(x_1, x_2, u, \psi(x_1, x_2)) + V'(x_1, x_2)[f(x_1, x_2) + G_u(x_1, x_2)u$$

$$+ G_w(x_1, x_2)\psi(x_1, x_2)] - L(x_1, x_2, \phi(x_1, x_2), \psi(x_1, x_2))$$

$$- V'(x_1, x_2)[f(x_1, x_2) + G_u(x_1, x_2)\phi(x_1, x_2) + G_w(x_1, x_2)\psi(x_1, x_2)]$$

$$= L(x_1, x_2, u, \psi(x_1, x_2)) + V'(x_1, x_2)[f(x_1, x_2) + G_u(x_1, x_2)u + G_w(x_1, x_2)\psi(x_1, x_2)]$$

$$- L(x_1, x_2, \phi(x_1, x_2), \psi(x_1, x_2)) - V'(x_1, x_2)[f(x_1, x_2) + G_u(x_1, x_2)\phi(x_1, x_2) + G_w(x_1, x_2)\psi(x_1, x_2)]$$

$$= 0.$$
the closed-loop dynamical system is given by
\[
= [u - \phi(x_1, x_2)]^T R_{2u}(x_1, x_2)[u - \phi(x_1, x_2)] \\
\geq 0, \quad (x_1, x_2, u) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^{n_1},
\]
and similarly
\[
L(x_1, x_2, \phi(x_1, x_2), w) + V'(x_1, x_2)[f(x_1, x_2) + G_u(x_1, x_2)\phi(x_1, x_2) + G_w(x_1, x_2)w] \\
= [w - \psi(x_1, x_2)]^T R_{2w}(x_1, x_2)[w - \psi(x_1, x_2)] \\
\leq 0, \quad (x_1, x_2, w) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^{n_2}.
\]
Hence Eqs. (22) and (23) are verified.

Since all of the conditions of Theorem 3.1 hold, the feedback control laws
\[
\phi(x_1, x_2) = -I_{31} \omega_1, \quad \psi(x_1, x_2) = I_{23} \omega_2, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2},
\]
guarantee that the dynamical system (32)–(34) is globally asymptotically stable with respect to \(x_1\) uniformly in \(x_2\), and
\[
J(x_{10}, x_{20}, \phi(\cdot, \cdot), \psi(\cdot, \cdot)) = \min_{(\phi(t), \psi(t)) \in \mathcal{D}_\phi(x_{10}, x_{20}) \times \mathcal{D}_\psi(x_{10}, x_{20})} J(x_{10}, x_{20}, u(\cdot), w(\cdot)) \\
= I_{13} \omega_1^2 - I_{23} \omega_2^2
\]
for all \((x_{10}, x_{20}) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}\).

Now, suppose the thruster delivering the control moment \(w\) is defective and
\[
w = \left[ \varepsilon - \frac{1}{I_{23}} \delta(t) \right] \psi(x_1, x_2), \quad (t, x_1, x_2) \in [0, \infty) \times \mathbb{R}^{n_1} \times \mathbb{R}^{n_2},
\]
where \(\varepsilon > 0\) and \(\delta : [0, \infty) \to [0, \infty)\) is continuous on the set of nonnegative real numbers. Then the closed-loop dynamical system is given by
\[
\dot{\omega}_1(t) = I_{23} \omega_2(t) \omega_3(t) + \phi(x_1, x_2), \quad \omega_1(0) = \omega_{10}, \quad t \geq 0, \quad (47)
\]
\[
\dot{\omega}_2(t) = I_{31} \omega_3(t) \omega_1(t) + [\varepsilon \psi(x_1(t), x_2(t)) - \omega_2(t) \delta(t)], \quad \omega_2(0) = \omega_{20}, \quad (48)
\]
\[
\dot{\omega}_3(t) = I_{12} \omega_1(t) \omega_2(t), \quad \omega_3(0) = \omega_{30}, \quad (49)
\]
which is equivalent to the time-invariant nonlinear dynamical system
\[
\dot{\omega}_1(t) = I_{23} \omega_2(t) \omega_3(t) + \phi(x_1, \hat{x}_2), \quad \omega_1(0) = \omega_{10}, \quad t \geq 0, \quad (50)
\]
\[
\dot{\omega}_2(t) = I_{31} \omega_3(t) \omega_1(t) + [\varepsilon \psi(x_1(t), \hat{x}_2(t)) - \omega_2(t) \delta(\hat{x}_2(t))], \quad \omega_2(0) = \omega_{20}, \quad (51)
\]
\[
\dot{\omega}_3(t) = I_{12} \omega_1(t) \omega_2(t), \quad \omega_3(0) = \omega_{30}, \quad (52)
\]
\[
\dot{\omega}_4(t) = 1, \quad \omega_4(0) = 0, \quad (53)
\]
where \(\hat{x}_2 = [x_2^1, \omega_4]^T\).

In this case, the Lyapunov function (41) is such that
\[
V(x_1, \hat{x}_2) = V'(x_1, \hat{x}_2)[f(x_1, \hat{x}_2) + G_u(x_1, \hat{x}_2)\phi(x_1, \hat{x}_2) + \varepsilon G_w(x_1, \hat{x}_2)\psi(x_1, \hat{x}_2)] \\
- \omega_2 V'(x_1, \hat{x}_2) G_u(x_1, \hat{x}_2) \delta(\hat{x}_2) \\
= -2I_{23}^2 \omega_1^2 - 2I_{23}^2 \omega_2^2 + 2I_{23} \omega_2 \delta(\hat{x}_2) \\
\leq -2I_{23}^2 \omega_1^2 - 2I_{23}^2 \omega_2^2, \quad (x_1, \hat{x}_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_1+1}. \quad (54)
\]
Since \(\theta(||x_1||) = 2I_{23}^2 \omega_1^2 + 2I_{23}^2 \omega_2^2, x_1 \in \mathbb{R}^{n_1}\) is a class \(\mathcal{K}\) function, it follows from Theorem 2.1 that the closed-loop dynamical system (47)–(49) is globally asymptotically stable with respect to \(x_1\) uniformly in \(\hat{x}_2(0)\), which implies that \(\lim_{t \to \infty} x_1(t) = 0\). Hence, the input function (46) is such
that $w(\cdot) \in S_{\phi}(x_{10},x_{20})$ and it follows from Theorem 3.1 and Eq. (45) that

$$J(x_{10},x_{20},\phi(\cdot,\cdot),w(\cdot)) = I_{31}\omega_{10}^2 - I_{23}\omega_{20}^2, \quad (x_{10},x_{20}) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}. \quad (55)$$

Let $I_1 = 4$ kg m$^2$, $I_2 = 10$ kg m$^2$, $I_3 = 20$ kg m$^2$, $\omega_{10} = -10$ Hz, $\omega_{20} = 5$ Hz, and $\omega_{30} = 2$ Hz. Fig. 1 shows the state trajectories of Eqs. (32) and (33) with $u = \phi(x_1,x_2)$ and $w = \psi(x_1,x_2)$ versus time, and Fig. 2 shows the corresponding control signal versus time. Next, let $\varepsilon = 10^{-2}$ and $\delta(\cdot)$ be a triangle wave, that is,

$$\delta(t) = 200\left(-1\right)^{\left(t+\frac{1}{2}\right)}\left(t - \left[t + \frac{1}{2}\right]\right) + 1, \quad t \geq 0, \quad (56)$$

where $\lfloor \cdot \rfloor$ denotes the floor function. Fig. 3 shows the state trajectories of Eqs. (32) and (33) with $u = \phi(x_1,x_2)$ and $w = \left[\varepsilon - \frac{1}{I_{23}}\delta(t)\right]\psi(x_1,x_2)$ versus time, and Fig. 4 shows the corresponding control signal versus time. Note that $x_1(t) \to 0$ as $t \to \infty$ both in Fig. 1 and in Fig. 3. Finally, $J(x_{10},x_{20},\phi(\cdot,\cdot),\psi(\cdot,\cdot)) = J(x_{10},x_{20},\phi(\cdot,\cdot),w(\cdot)) = 222.5$ Hz$^2$, for all $w(\cdot) \in S_{\phi}(x_{10},x_{20})$. 

Fig. 1. Closed-loop system trajectories versus time.

Fig. 2. Control signal versus time.
5. Adaptive control, differential games, and disturbance modeling

In this section, we show how our differential game framework can be applied to assess the ability of robust feedback control laws to satisfactorily regulate uncertain nonlinear dynamical systems. Model reference adaptive control is a technique aimed at stabilizing poorly modeled dynamical systems in spite of unknown plant nonlinearities [20]. This result is achieved parametrizing the matched nonlinearities in the plant state by means of a given vector function, known as regressor vector. However, the regressor vector can only approximate the plant nonlinearities. By modeling matched and unmatched nonlinearities, which are not captured by the regressor vector, as pursuer’s and evader’s control inputs in a differential game, we apply the framework developed in Section 3 to explicitly parametrize those matched and unmatched nonlinearities that do not disrupt the ability of an adaptive control law to guarantee satisfactory trajectory tracking.

Consider the nonlinear plant

$$\dot{x}(t) = Ax(t) + B[\omega(t) + \mu_m(t) + \Theta^T \Phi(x(t))] + \hat{G}_\mu(x(t))\mu_u(t), \quad x(0) = x_0, \quad t \geq 0,$$  (57)
where \( x(t) \in \mathbb{R}^{n_1}, \quad t \geq 0, \quad \omega(t) \in \mathbb{R}^{m_1}, \quad \mu_m(t) \in \mathbb{R}^{m_1}, \quad \mu_u(t) \in \mathbb{R}^{m_1}, \quad A \in \mathbb{R}^{n_1 \times n_1}, \quad B \in \mathbb{R}^{n_1 \times m_1}, \quad \Theta \in \mathbb{R}^{p \times m_1}, \quad \hat{G}_\mu : \mathbb{R}^{n_1} \rightarrow \mathbb{R}^{n_1 \times m_1} \) is Lipschitz continuous on \( \mathbb{R}^{n_1} \). Although \( A \) is unknown, the structure of \( A \) is known. The terms \( \Theta^T \Phi(x), \mu_m, \) and \( \hat{G}_\mu(x)\mu_u \) capture the system nonlinearities. Specifically, the matrix \( \Theta \) is unknown, the regressor vector \( \Phi(\cdot) \) is assigned a priori, and \( \Theta^T \Phi(x) \) captures the system nonlinearities parametrized by the regressor vector. The vector function \( \Phi(\cdot) \) is a finite-dimensional basis for the infinite-dimensional space of nonlinearities, and it follows from Baire’s category theorem [25, Th. 4–7.2] that \( \Theta^T \Phi(x) \) can only approximate the system nonlinearities [11]. Hence, the unknown terms \( \mu_m \) and \( \hat{G}_\mu(x)\mu_u \) in (57) are key to capture unmodeled matched and unmatched nonlinearities, respectively.

Consider the reference model

\[
\dot{x}_{\text{ref}}(t) = A_{\text{ref}}x_{\text{ref}}(t) + B_{\text{ref}}r(t), \quad x_{\text{ref}}(0) = x_{\text{ref}0}, \quad t \geq 0, \tag{58}
\]

where \( x_{\text{ref}}(t) \in \mathbb{R}^{n_1}, \quad t \geq 0, \quad r : [0, \infty) \rightarrow \mathbb{R}^{m_1} \) denotes a bounded reference input signal, \( A_{\text{ref}} \in \mathbb{R}^{n_1 \times n_1} \) is Hurwitz, and \( B_{\text{ref}} \in \mathbb{R}^{n_1 \times m_1} \), and assume there exist \( K_x \in \mathbb{R}^{n_1 \times n_1} \) and \( K_r \in \mathbb{R}^{n_1 \times m_1} \), such that

\[
A_{\text{ref}} = A + BK_x^T, \tag{59}
\]

\[
B_{\text{ref}} = BK_r^T. \tag{60}
\]

The objective of the model reference adaptive control is to design \( \omega = \eta(x_1, x_2) \), for some \( x_2 \in \mathbb{R}^{n_2} \), so that the plant state \( x(t), \quad t \geq 0, \) of Eq. (57) with \( \mu_m = 0 \) and \( \mu_u = 0 \) eventually mimics the state of the reference model \( x_{\text{ref}}(t) \), that is, \( \lim_{t \rightarrow \infty} x_1(t) = 0 \), where \( x_1(t) = x(t) - x_{\text{ref}}(t) \). To this goal, the plant control input is set as

\[
\eta(x_1, x_2) = \hat{K}_x^T x + \hat{K}_r^T r(\tau) - \hat{\Theta}^T \Phi(x), \tag{61}
\]

where \( \tau \geq 0, \quad x_2 = \left[ \text{vec}^T\left( \hat{K}_x^T(\tau) \right), \text{vec}^T\left( \hat{K}_r^T(\tau) \right), \text{vec}^T\left( \hat{\Theta}^T(\tau) \right), \tau \right]^T, \) \( \text{vec}(\cdot) \) denotes the column-stacking operator,

\[
\dot{x}_2(t) = f_2(x_1(t), x_2(t)), \quad x_2(0) = x_{20}, \quad t \geq 0, \tag{62}
\]

\( f_2 : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \rightarrow \mathbb{R}^{n_2} \) is to be determined, \( f_2(\cdot,x_2) \) is locally Lipschitz continuous in \( x_1 \), and \( f_2(x_1, \cdot) \) is locally Lipschitz continuous in \( x_2 \). Note that in practical applications, the adaptation gains \( \hat{K}_x(\cdot), \hat{K}_r(\cdot), \) and \( \hat{\Theta}(\cdot) \) represent variables in a computer and do not have a physical meaning. Therefore, since the adaptation gains do not need to asymptotically converge to zero, the partial-state stability framework presented in this paper is ideal to analyze the adaptive control architecture.

Assuming that the system nonlinearities are exclusively captured by \( \Theta^T \Phi(x) \), the next result provides a choice of the adaptation gains \( \hat{K}_x(\cdot), \hat{K}_r(\cdot), \) and \( \hat{\Theta}(\cdot), \) and hence of the control system (62), so that \( \lim_{t \rightarrow \infty} x_1(t) = 0 \). For the statement of this result, note that Eqs. (57), (61), and (58) yield

\[
\dot{x}_1(t) = A_{\text{ref}}x_1(t) + B \left[ \hat{K}_x^T(t)x(t) + \hat{K}_r^T(t)r(t) \right] + B \left[ \mu_m(t) - \hat{\Theta}^T(t)\Phi(x(t)) \right] + G_1 \mu_u(x_1(t))\mu_u(t), \quad x_1(0) = x_{10}, \quad t \geq 0, \tag{63}
\]

where \( \hat{K}_x(t) \triangleq \hat{K}_x(t) - K_x, \hat{K}_r(t) \triangleq \hat{K}_r(t) - K_r, \) and \( \hat{\Theta}(t) \triangleq \hat{\Theta}(t) - \Theta. \)
Theorem 5.1 ([28, Th. 9.2]). Consider the nonlinear dynamical system $\mathcal{G}$ given by Eq. (63) with $\mu_m = 0$, $\mu_u = 0$, and $K_x(\cdot)$, $K_r(\cdot)$, and $\Theta(\cdot)$ such that
\[
\dot{K}_x(t) = -G_x x(t)x_1^T(t)PB, \quad \dot{K}_x(0) = \dot{K}_x(0), \quad t \geq 0, \tag{64}
\]
\[
\dot{K}_r(t) = -G_r r(t)x_1^T(t)PB, \quad \dot{K}_r(0) = \dot{K}_r(0), \tag{65}
\]
\[
\dot{\Theta}(t) = \Gamma_\Theta \Phi(x(t))x_1^T(t)PB, \quad \dot{\Theta}(0) = \dot{\Theta}(0), \tag{66}
\]
where $G_x \in \mathbb{R}^{n_1 \times n_1}$, $G_r \in \mathbb{R}^{n_2 \times n_1}$, and $\Gamma_\Theta \in \mathbb{R}^{n_2 \times p}$ are positive-definite, $x(t)$, $t \geq 0$, satisfies Eq. (57) with $\mu_m(t) = \mu_u(t) = 0$ and $\omega = \eta(x_1, x_2)$ given by Eq. (61), and $P \in \mathbb{R}^{n_1 \times n_1}$ is the positive-definite solution of
\[
0 = A^T_{\text{ref}} P + P A_{\text{ref}} + Q, \tag{67}
\]
for some positive-definite $Q \in \mathbb{R}^{n_1 \times n_1}$. Then $\mathcal{G}$ is uniformly Lyapunov stable, and $x_1(t) \to 0$ as $t \to \infty$ uniformly in $x_2$ for all $x_{10} \in \mathbb{R}^{n_1}$ and $x_{20} \in \mathbb{R}^{n_2}$.

Let $x_1(t)$, $t \geq 0$, verify Eq. (63) with $\mu_m(t) = \mu_u(t) = 0$, and let $x_2(t)$ verify Eq. (62). Theorem 5.1 consists in proving uniform Lyapunov stability of closed-loop system by means of a Lyapunov function $V : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}$ such that
\[
\dot{V}(x_1(t), x_2(t)) = -x_1^T(t)Q x_1(t), \quad t \geq 0, \tag{68}
\]
along the trajectories of Eqs. (63) and (62) with $\mu_m(t) = \mu_u(t) = 0$, and then applying Barbalat’s lemma [15, Lemma 4.1] to prove global uniform convergence of $x_1(\cdot)$.

Considering the matched nonlinearities $\mu_m(\cdot)$ and the unmatched nonlinearities $\mu_u(\cdot)$ in Eq. (57) as pursuer and evader control inputs in a differential game, respectively, the next theorem provides an explicit parametrization for those nonlinearities, which are not captured by the regressor vector and do not disrupt the ability of the adaptive control law (61) to regulate the nonlinear plant (57). For the statement of this theorem, which is the main original result of this section, let $R_2_{\mu_m} : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}^{m_1 \times m_1}$ and $R_2_{\mu_u} : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}^{m_2 \times m_2}$ be continuous on $\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ and sign-definite, that is, $R_2_{\mu_m}(x_1, x_2) \geq N_m(x_1)$, $(x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$, or $R_2_{\mu_u}(x_1, x_2) \leq -N_u(x_1)$ for some positive-definite matrix function $N_m : \mathbb{R}^{n_1} \to \mathbb{R}^{m_1 \times m_1}$, and either $R_2_{\mu_m}(x_1, x_2) \geq N_u(x_1)$ or $R_2_{\mu_u}(x_1, x_2) \leq -N_u(x_1)$ for some positive-definite matrix function $N_u : \mathbb{R}^{n_1} \to \mathbb{R}^{m_2 \times m_2}$. Let also
\[
V(x_1, x_2) = \int_0^\infty s_1(t, x_1, x_2) Q_s(t, x_1, x_2) dt, \tag{69}
\]
where $s(t, x_1, x_2) = [s_1^T(t, x_1, x_2), s_2^T(t, x_1, x_2)]^T$, $t \geq 0$, denotes the trajectory of Eqs. (63) and (62) with initial condition $s(0, x_1, x_2) = [x_1^T, x_2^T]^T$, $s_1(t, x_1, x_2) \in \mathbb{R}^{n_1}$, and $s_2(t, x_1, x_2) \in \mathbb{R}^{n_2}$.

Theorem 5.2. Consider the nonlinear dynamical system (63), where $\dot{K}_x(t) = \dot{K}_x(t) - K_x$, $t \geq 0$, $\dot{K}_r(t) = \dot{K}_r(t) - K_r$, and $\dot{\Theta}(t) = \dot{\Theta}(t) - \Theta$, $\dot{K}_x(\cdot)$, $\dot{K}_r(\cdot)$, and $\dot{\Theta}(\cdot)$ satisfy Eqs. (64)–(66), and suppose that $\frac{\partial \Phi(x)}{\partial x}$ is globally uniformly bounded and
\[
G_{\mu_m}(x_1) R_2^{-1}_{\mu_m}(x_1, x_2) G_{\mu_m}^T(x_1) + G_{\mu_u}(x_1) R_2^{-1}_{\mu_u}(x_1, x_2) G_{\mu_u}^T(x_1) \geq 0, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \tag{70}
\]
where \( G_{\mu_m} = \begin{bmatrix} B^T, 0_{m_1 \times n_2} \end{bmatrix}^T \) and \( G_{\mu_u} = \begin{bmatrix} G_{1\mu}(x_1), 0_{m_2 \times n_2} \end{bmatrix}^T \). If
\[
\phi(x_1, x_2) = -\frac{1}{4} R_2^{-1}(x_1, x_2) \begin{bmatrix} B^T, 0_{m_1 \times n_2} \end{bmatrix} V^T(x_1, x_2), \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2},
\]
then \( x_1(t) \to 0 \) as \( t \to \infty \), uniformly in \( \hat{K}_{x_0}, \hat{K}_{y_0}, \) and \( \hat{\Theta}_0 \).

This result, whose proof is presented in the Appendix, proves that the adaptive control law (61) guarantees satisfactory trajectory tracking in spite of the matched nonlinearity \( \mu_m = \phi(x_1, x_2) \) and the unmatched nonlinearity \( \mu_u = \psi(x_1, x_2) \), which are not captured by the regressor vector \( \Phi(x) \). Remarkably, both \( \phi(x_1, x_2) \) and \( \psi(x_1, x_2) \) are parametrized by the sign-definite matrix functions \( R_{2\mu_m}(x_1, x_2) \) and \( R_{2\mu_u}(x_1, x_2) \) and the positive-definite matrix \( Q \). Therefore, Theorem 5.2 provides an explicit parametrization of the nonlinearities \( \mu_m(\cdot) \) and \( \mu_u(\cdot) \) by means of \( \frac{m_1(m_1 + 1) + m_2(m_2 + 1)}{2} \) scalar functions of \( x_1 \) and \( x_2 \), and \( \frac{m_1(m_1 + 1)}{2} \) real numbers.

Note that if \( R_{2\mu_m}(x_1, x_2) \geq N_{m}(x_1) > 0 \) and \( R_{2\mu_u}(x_1, x_2) \geq N_{u}(x_1) > 0 \), then Eq. (70) is always satisfied. Alternatively, if \( R_{2\mu_m}(x_1, x_2) \leq -N_{m}(x_1) < 0 \) and \( R_{2\mu_u}(x_1, x_2) \leq -N_{u}(x_1) < 0 \), then Eq. (70) is never satisfied. Let
\[
J(x_{10}, x_{20}, \mu_m(\cdot), \mu_u(\cdot)) = \int_0^\infty \left[ (\phi(x_1(t), x_2(t)) + \mu_m(t))^T R_{2\mu_m}(x_1(t), x_2(t)) \cdot \right. \\
(\phi(x_1(t), x_2(t)) + \mu_m(t)) + (\psi(x_1(t), x_2(t)) + \mu_u(t))^T R_{2\mu_u}(x_1(t), x_2(t)) \cdot \\
(\psi(x_1(t), x_2(t)) + \mu_u(t)) - V(x_1(t), x_2(t))f(x_1(t), x_2(t)) \right] dt,
\]
where \( x_1(t), t \geq 0, \) and \( x_2(t) \) satisfy Eqs. (63) and (62), \( \phi(\cdot, \cdot) \) and \( \psi(\cdot, \cdot) \) are given by Eqs. (71) and (72), respectively, \( V(\cdot, \cdot) \) is given by Eq. (69), \( f(x_1, x_2) = [f_1^T(x_1, x_2), f_2^T(x_1, x_2)]^T \), and
\[
f_1(x_1, x_2) = A_{ref} x_1 + B \left[ \hat{K}^T x + \hat{K} T r(t) - \hat{\Theta} T \Phi(x) \right].
\]
The performance measure (73) captures the energy of the nonlinearities \( \mu_m(\cdot) \) and \( \mu_u(\cdot) \) by means of the weighted \( L_2 \) norms of \( (\phi(x_1, x_2) + \mu_m) \) and \( (\psi(x_1, x_2) + \mu_u) \). It follows from the proof of Theorem 5.2 that if \( R_{2\mu_m}(x_1, x_2) \) is positive-definite and \( R_{2\mu_u}(x_1, x_2) \) is negative-definite, or if \( R_{2\mu_m}(x_1, x_2) \) is negative-definite and \( R_{2\mu_u}(x_1, x_2) \) is positive-definite, then Eqs. (71) and (72) guarantee the existence of a saddle point for Eq. (73) along the trajectories of Eqs. (63) and (62).

Lastly, if both \( R_{2\mu_m}(x_1, x_2) \) and \( R_{2\mu_u}(x_1, x_2) \) are positive-definite, then it follows from the proof of Theorem 5.2 that Eqs. (71) and (72) guarantee the existence of a minimum for the cost function (73).

**Example 5.1.** Consider the nonlinear plant
\[
i(t) = ax(t) + b [\omega(t) + \mu_m(t) + \theta \Phi(x(t))] + \hat{g}_\mu \mu_u(t), \quad x(0) = x_0, \quad t \geq 0,
\]
where \( x(t) \in \mathbb{R} \) denotes the plant state, \( \omega(t) \in \mathbb{R} \) denotes the plant control input, \( a \in \mathbb{R} \) is unknown, \( b > 0, \theta \in \mathbb{R} \) is unknown, \( \Phi : \mathbb{R} \to \mathbb{R} \) is given and denotes the regressor function, \( \hat{g}_\mu \in \mathbb{R} \) is given, \( \mu_m : [0, \infty) \to \mathbb{R} \) captures the matched nonlinearities, and \( \mu_u : [0, \infty) \to \mathbb{R} \) captures the
with adaptive control input \((77)\). In this case, Eq.\((70)\) specializes to
\[ x(t), \mu_m = \phi(x_1, x_2), \mu_n = \psi(x_1, x_2) \]
where \(a_{\text{ref}} < 0\), and \(b_{\text{ref}} \in \mathbb{R}\). The dynamical systems \((75)\) and \((76)\) are in the same form as Eqs.\((57)\) and \((58)\), respectively, with \(m_1 = 1\), \(m_1 = 1\), \(m_2 = 1\), and \(p = 1\).

Assuming that \(\mu_{\text{m}}(t) = \mu_{\text{a}}(t) = 0\), \(t \geq 0\), Theorem 5.1 provides an adaptive control law \(\omega = \eta(x_1, x_2)\), such that the plant state \(x(\cdot)\) asymptotically mimics the reference model state \(x_{\text{ref}}(\cdot)\). Our goal is to apply Theorem 5.2 and parametrize the nonlinear terms \(\mu_{\text{m}}(\cdot)\) and \(\mu_{\text{a}}(\cdot)\) that do not disrupt the adaptive control law’s ability to regulate the plant dynamics.

It follows from Theorem 5.1 that if \(\mu_{\text{m}}(t) = \mu_{\text{a}}(t) = 0, \ t \geq 0\), and
\[ \omega = \eta(x_1, x_2) = \hat{k}_x x + \hat{k}_r \tau - \hat{\theta} \dot{\Phi}(x), \]
where \(x_1 = x - x_{\text{ref}}, \ \tau \geq 0, \ x_2 = [\hat{k}_x, \hat{k}_r, \hat{\theta}, \tau]^T,\)
\[ \dot{\hat{k}}_x(t) = -\gamma_x x(t) \dot{x}_1(t) p b, \quad \hat{k}_x(0) = \hat{k}_x 0, \quad t \geq 0, \]
\[ \dot{\hat{k}}_r(t) = -\Gamma_r \tau(t) \dot{x}_1(t) p b, \quad \hat{k}_r(0) = \hat{k}_r 0, \]
\[ \dot{\hat{\theta}}(t) = \gamma_{\theta} \Phi(x(t)) x_1(t) p b, \quad \dot{\hat{\theta}}(0) = \hat{\theta} 0, \]
\[ \gamma_x > 0, \ \gamma_r > 0, \ \gamma_{\theta} > 0, \ p = -\frac{q}{\Omega_{\text{ref}}^2}, \ \text{and} \ q > 0, \ 	ext{then} \ x_1(t) \to 0 \ 	ext{as} \ t \to 0 \ \text{uniformly in} \ x_2(0) \ 	ext{for all} \ x_1(0) \in \mathbb{R}^{n_1} \ \text{and} \ x_2(0) \in \mathbb{R}^{n_2}. \]
It follows from Theorem 9.1 of [28] that
\[ V(x_1, x_2) = x_1^2 + b \left( \gamma_x^{-1} \hat{k}_x^2 + \gamma_r^{-1} \hat{k}_r^2 + \gamma_{\theta}^{-1} \hat{\theta}^2 \right) \]
is a Lyapunov function, such that Eq. \((68)\) with \(Q = q \) is satisfied along the trajectory of Eq. \((75)\) with adaptive control input \((77)\). In this case, Eq. \((70)\) specializes to
\[ \frac{b^2}{r_{2\mu_m}^2} + \frac{\hat{k}_x^2}{r_{2\mu_a}^2} \geq 0, \]
where \(r_{2\mu_m} \in \mathbb{R} \setminus \{0\}\) and \(r_{2\mu_a} \in \mathbb{R} \setminus \{0\}\) are design parameters, and Eqs. \((71)\) and \((72)\) specialize to
\[ \mu_{\text{m}} = \phi(x_1, x_2) = -\frac{1}{r_{2\mu_m}} b x_1, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \]
unmatched nonlinearities. Consider also the reference model
\[ \dot{x}_{\text{ref}}(t) = a_{\text{ref}} x_{\text{ref}}(t) + b_{\text{ref}} r(t), \quad x_{\text{ref}}(0) = x_{\text{ref}} 0, \quad t \geq 0, \]
where \(x_{\text{ref}}(t) \in \mathbb{R}\) denotes the reference model state, \(r(t) \in \mathbb{R}\) denotes a bounded input signal, \(a_{\text{ref}} < 0\), and \(b_{\text{ref}} \in \mathbb{R}\). The dynamical systems \((75)\) and \((76)\) are in the same form as Eqs. \((57)\) and \((58)\), respectively, with \(m_1 = 1\), \(m_1 = 1\), \(m_2 = 1\), and \(p = 1\).
μ_μ = ψ(x_1, x_2) = -\frac{1}{2}r_{2μ_u}^2 \hat{μ} x_1, \quad (84)

respectively.

Let a = 4, b = 1, θ = 3, \hat{μ} = 2, a_{ref} = -4, b_{ref} = 4, p = 1/4, r_{2μ_m} = 0.1, r_{2μ_u} = -1, and

r(t) = \text{sgn}(\sin t), \quad t \geq 0, \quad (85)

where \text{sgn}(\cdot) denotes the sign function. If Eq. (75) captures the pitch dynamics of an helicopter, then Φ(x) = tanh(x), x ∈ ℝ, is a suitable choice of the regressor function [28, p. 270], \frac{∂Φ(x)}{∂x} = 1 − \tanh^2(x) is globally uniformly bounded, and Eq. (82) is verified. Hence, the assumptions of Theorem 5.2 are satisfied and the adaptive control law (77) guarantees satisfactory trajectory tracking in spite of the nonlinearities (83) and (84).

Fig. 5 shows the reference trajectory x_{ref}(t), t ≥ 0, and the plant state vector x(t) both for μ_m(t) = ϕ(x_1(t), x_2(t)) and μ_u(t) = ψ(x_1(t), x_2(t)) and for μ_m(t) = μ_u(t) = 0. In both cases, \lim_{t→∞}x(t) = \lim_{t→∞}x_{ref}(t) = 5 and hence \lim_{t→∞}|x(t)| = \lim_{t→∞}|x(t) - x_{ref}(t)| = 0. Lastly, Fig. 6 shows the plant state vector x(t), t ≥ 0, for several values of the design parameter r_{2μ_u} and hence, for several values of \kappa(r_{2μ_u}) = \frac{b^2}{r_{2μ_m}} + \frac{\hat{μ}^2}{r_{2μ_u}}; also in this case, \lim_{t→∞}x(t) = \lim_{t→∞}x_{ref}(t) = 5 for any r_{2μ_u} such that \kappa(r_{2μ_u}) ≥ 0. □

6. Conclusion

In this paper, we provided a systematic framework to solve the two-player zero-sum differential game problem over the infinite time horizon and guarantee partial-state asymptotic stability of the closed-loop system. Specifically, we proved sufficient conditions for the existence of pursuer’s and evader’s state feedback control laws that guarantee partial-state asymptotic stability of the closed-loop system and the existence of a saddle point for the system’s performance measure. No collaboration between the pursuer and the evader was assumed to achieve closed-loop partial-state asymptotic stability. Indeed, the pursuer’s control policy was designed to guarantee closed-loop stability with respect to a class of evader’s admissible controls, some of which may lead to system instability if applied in conjunction with other pursuer’s admissible controls.
The framework presented in this paper is suitable to address problems, such as the game of two cars, in which the differential game ends when part of the system state trajectory enters a given neighborhood of an equilibrium point within some time interval that is finite and not assigned a priori. A key contribution of this work is that we extended our approach to the differential game problem and provided a solution of the optimal control problems for partial-state stabilization in the presence of exogenous disturbances. Moreover, results presented in this paper can be easily extended to solve differential games over the infinite time horizon, which involve time-varying dynamical systems with nonlinear–nonquadratic time-varying performance measures, and address the $\mathcal{H}_\infty$ control theory for time-varying dynamical systems [19].

In the second part of this paper, we illustrated how our differential game framework can be applied to analyze the effectiveness of a model reference adaptive control law. Specifically, parametrizing matched nonlinearities by means of the regressor vector, model reference adaptive control is a design technique that guarantees satisfactory trajectory tracking for uncertain nonlinear dynamical systems. We modeled matched and unmatched nonlinearities in the plant state, which are not captured by the regressor vector, as pursuer’s and evader’s controls in a differential game, and provided an explicit parametrization of nonlinearities in the plant state that do not disrupt the trajectory tracking capabilities of the adaptive controller. Two numerical examples illustrated the applicability of the results presented.

Appendix A. Proofs of the main results

In this appendix, we present the proofs of the main results of this paper.

Proof of Theorem 3.1. It follows from Eqs. (17) and (18), and Theorem 2.1 that the closed-loop system (14) and (15) is asymptotically stable with respect to $x_1$ uniformly in $x_{20}$. Similarly, global asymptotic stability follows if $D = \mathbb{R}^{m_1}$, $U = \mathbb{R}^{m_2}$, $W = \mathbb{R}^{m_3}$, and the functions $\alpha(\cdot)$ and $\beta(\cdot)$ satisfying Eq. (17) are class $\mathcal{K}_\infty$. Furthermore, it follows from Eqs. (17), (18), and (21), and Theorem 2.2 that Eq. (24) is verified.

Next, let $(x_{10}, x_{20}) \in D_0 \times \mathbb{R}^{m_2}$, $u(\cdot)$ and $w(\cdot)$ be admissible controls, and $x_1(t), t \geq 0$, and $x_2(t)$ be solutions of Eqs. (12) and (13). Then, it holds that

$$0 = -\dot{V}(x_1(t), x_2(t)) + V'(x_1(t), x_2(t))F(x_1(t), x_2(t), u(t), w(t)), \quad t \geq 0. \quad (86)$$

Hence,

$$L(x_1(t), x_2(t), u(t), w(t)) = -\dot{V}(x_1(t), x_2(t)) + L(x_1(t), x_2(t), u(t), w(t))$$

$$+ V'(x_1(t), x_2(t))F(x_1(t), x_2(t), u(t), w(t)), \quad t \geq 0. \quad (87)$$

Per definition, if $u(\cdot) \in S_p(x_0)$, then $x_1(t) \to 0$ as $t \to \infty$. Thus it follows from Eq. (17) that

$$0 = \lim_{t \to \infty} \alpha(\|x_1(t)\|) \leq \lim_{t \to \infty} V(x_1(t), x_2(t)) \leq \lim_{t \to \infty} \beta(\|x_1(t)\|) = 0, \quad (88)$$

for every $u(\cdot) \in S_p(x_0)$. Consequently, Eqs. (87), (88), and (22) imply that

$$J(x_{10}, x_{20}, u(\cdot), \psi(x_1(\cdot), x_2(\cdot))) = \int_0^\infty L(x_1(t), x_2(t), u(t), \psi(x_1(t), x_2(t)))dt$$

$$= \int_0^\infty -\dot{V}(x_1(t), x_2(t))dt$$

$$+ \int_0^\infty L(x_1(t), x_2(t), u(t), \psi(x_1(t), x_2(t)))dt$$
and Eqs. (89) and (90) yield Eq. (25).

Similarly, since Eq. (88) is satisfied for every \( w(\cdot) \in S_\phi(x_0) \), it follows from Eqs. (87), (88), and (23) that

\[
J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), w(\cdot)) = \int_0^\infty L(x_1(t), x_2(t), \phi(x_1(t), x_2(t)), w(t)) dt
\]

\[
\geq \int_0^\infty -\dot{V}(x_1(t), x_2(t)) dt
\]

\[
= -\lim_{t \to \infty} V(x_1(t), x_2(t)) + V(x_{10}, x_{20})
\]

\[
= J(x_{10}, x_{20}, \phi(x_1(\cdot), x_2(\cdot)), \psi(x_1(\cdot), x_2(\cdot))).
\]

(89)

and Eqs. (89) and (90) yield Eq. (25).

Finally, it follows from Eq. (25) that \( (\phi(x_1(\cdot), x_2(\cdot)), \psi(x_1(\cdot), x_2(\cdot))) \) is a saddle point for the performance measure Eq. (16) on \( S_\psi(x_{10}, x_{20}) \times S_\phi(x_{10}, x_{20}) \), \( (x_{10}, x_{20}) \in D_0 \times \mathbb{R}^{n_2} \). Hence, Eq. (26) directly follows from Eq. (1).

\[ \square \]

**Proof of Theorem 5.2.** The result is a consequence of Theorem 3.1. Consider the nonlinear dynamical system (63)–(66) and recall that Eqs. (64)–(66) are equivalent to Eq. (62) with

\[
x_2 = \begin{bmatrix} \text{vec}^T(\hat{K}_r(\tau)) & \text{vec}^T(\hat{K}_r(\tau)) & \text{vec}^T(\hat{\Theta}(\tau)) & \tau \end{bmatrix}^T.\]

In this case, Eqs. (63) and (62) are in the same form as Eqs. (12) and (13), respectively, with \( u = \mu_m, w = \mu_u \),

\[
F_1(x_1, x_2, u, w) = f_1(x_1, x_2) + G_{1u}(x_1, x_2)u + G_{1w}(x_1, x_2)w,
\]

\[
f_1(x_1, x_2) \text{ given by Eq. (74)}, \ G_{1u}(x_1, x_2) = B, \ G_{1w}(x_1, x_2) = G_{1u}(x_1), \text{ and } F_2(x_1, x_2, u, w) = f_2(x_1, x_2).\]

Consider also the performance measure (73), which is in the same form as Eq. (16) with

\[
L(x_1, x_2, u, w) = [\phi(x_1, x_2) + \mu_m]^T R_{2\mu_m}(x_1, x_2) [\phi(x_1, x_2) + \mu_m]
\]

\[
+ [\psi(x_1, x_2) + \mu_u]^T R_{2\mu_u}(x_1, x_2) [\psi(x_1, x_2) + \mu_u]
\]

\[
- V(x_1, x_2)f(x_1, x_2).
\]

It follows from Theorem 5.1 and Definition 2.1 that Eqs. (63) and (62) with \( \mu_m(t) = \mu_u(t) = 0 \) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_2(0) \). Since asymptotic stability implies Lyapunov stability, and Lyapunov stability implies global uniform boundedness, \( \hat{K}_r(\tau), \hat{\Theta}(\tau), \) and \( \hat{\Theta}(\tau) \) are globally uniformly bounded. Thus, since \( \frac{\partial \phi(x)}{\partial x_1} \) is uniformly bounded on \( \mathbb{R}^{n_1} \), it follows from Eqs. (63) and (62) that both \( \frac{\partial f_1(x_1, x_2)}{\partial x_1} \) and \( \frac{\partial f_2(x_1, x_2)}{\partial x_1} \) are globally uniformly bounded. Now, proceeding as in the proof of Theorem 4.3 of [15], one can prove that \( V(\cdot, \cdot) \) given by Eq. (69) is a Lyapunov function for Eqs. (63) and (62) such that

\[
\alpha(\|x_1\|) \leq V(x_1, x_2) \leq \beta(\|x_1\|), \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2},
\]

(91)
\[ V'(x_1, x_2) f(x_1, x_2) \leq -\theta(\|x_1\|), \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \quad (92) \]

for some \( K_\infty \) functions \( \alpha(\cdot) \) and \( \beta(\cdot) \), some class \( K \) function \( \theta(\cdot) \), and 
\[ f(x_1, x_2) = [f_1^T(x_1, x_2), f_2^T(x_1, x_2)]^T. \]

Next, we prove that the conditions of Theorem 3.1 are verified for \( R_{2\mu_m}(x_1, x_2) \geq N_m(x_1) > 0, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \) and \( R_{2\mu_u}(x_1, x_2) \leq -N_u(x_1) < 0; \) the cases wherein the matrices \( R_{2\mu_m}(x_1, x_2) \) and \( R_{2\mu_u}(x_1, x_2) \) have different signs are discussed at the end of the proof. It follows from Eq. (27) and Lemma 2.1 that Eq. (36) is satisfied, and hence Eqs. (71) and (72) follow from Eq. (36) by setting

\[ \frac{\partial}{\partial [u^T w]^T} \left[ L(x_1, x_2, u, w) + V'(x_1, x_2) f(x_1, x_2) + V'(x_1, x_2) G_u(x_1, x_2) u + V'(x_1, x_2) G_w(x_1, x_2) w \right] = 0. \quad (93) \]

Eq. (17) is immediately satisfied by Eq. (91), and since \( V(\cdot, \cdot) \) is continuously differentiable, it follows from Eq. (91) that \( V(0, x_2) \) is a local minimum of \( V(\cdot, \cdot) \). Thus, \( V'(0, x_2) = 0, \quad x_2 \in \mathbb{R}^{n_2} \), and it follows from Eqs. (71) and (72) that Eqs. (19) and (20) are satisfied. Eq. (21) is immediately verified and it follows from Eq. (70) that

\[ -\theta(\|x_1\|) \geq V'(x_1, x_2) f(x_1, x_2) \geq V'(x_1, x_2) f(x_1, x_2) - \frac{1}{2} V'(x_1, x_2) \left[ G_{\mu_m}(x_1) R_{2\mu_m}^{-1}(x_1, x_2) G_{\mu_m}^T(x_1) + G_{\mu_u}(x_1) R_{2\mu_u}^{-1}(x_1, x_2) G_{\mu_u}^T(x_1) \right] V^T(x_1, x_2), \quad (94) \]

for all \((x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}\), which implies Eq. (18). Lastly, since Eqs. (43) and (44) are satisfied, Eqs. (22) and (23) yield.

The conditions of Theorem 3.1 are verified and hence the nonlinear dynamical system (63) and (62) with \( \mu_m = \phi(x_1, x_2) \) and \( \mu_u = \psi(x_1, x_2) \) is globally asymptotically stable with respect to \( x_1 \) uniformly in \( x_2 \). The result now ensues, since asymptotic stability of Eqs. (63) and (62) with respect to \( x_1 \) implies that \( x_1(t) \to 0 \) as \( t \to \infty \).

If \( R_{2\mu_m}(x_1, x_2) \leq -N_m(x_1) < 0, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \) and \( R_{2\mu_u}(x_1, x_2) \geq N_u(x_1) > 0, \) then the proof follows in a similar manner by considering \( \mu_m(\cdot) \) as the evader and \( \mu_u(\cdot) \) as the pursuer. Lastly, if \( R_{2\mu_m}(x_1, x_2) \geq N_m(x_1) > 0, \quad (x_1, x_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}, \) and \( R_{2\mu_u}(x_1, x_2) \geq N_u(x_1) > 0, \) then the result follows from Theorem 5.1 of [26]. \( \Box \)
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